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Chapter 1 

Introduction 

1.1. Background 

The term “colloid”, which was coined by Thomas Graham in 1861, is described as 

the distinctive behaviour of any form of matter, soft to hard, with a physical size in the 1-

1000 nm range and with properties intermediate between that of a solution and a 

suspension. A lot has happened since then and the field has been propagated from 

colloidal science to nanoscience and nanotechnology. Over the past few decades, we have 

been fascinated by nanomaterial properties and the ground-breaking works of many 

brilliant scientists. By 1959, Richard Feynman delivered his remarkable speech on the 

future of miniaturization, “Plenty of Room at the Bottom”. He opened up a new field of 

Physics and inspired by his speech the term “Nanotechnology” was first used by Norio 

Taniguchi in 1974. Step by step, we gain more understanding about nanomaterials and 

especially their properties, which is a treasure trove for technological applications and a 

demanding criterion for the underlying physical theories. 

1.2. Fundamental Concepts of Nanotechnology 

Nanotechnology, a research field with high interest nowadays, is considered to be 

an area that is able to use materials for various purposes like optics, electronics, biology 

and medicine. As defined by the Royal Society: Nanotechnology is the design, characterisation, 

production and application of structures, devices and systems by controlling shape and size at 

nanometer scale (The Royal Society & The Royal Academy of Engineering, 2004a). It is 

the area of science and technology where extremely small size plays critical role. By 

convention, nanotechnology is taken as the scale range of 0.1 to 100 nanometer (nm). One 

nanometer (nm) is one billionth, or 10-9 of a meter. By comparison, one may think about 

typical carbon-carbon bond lengths, or the spacing between the atoms in a molecule, and 

as wide as DNA double-helix. In the nanoscale regime, the materials have properties that 

can be very different from those at a larger scale as well as distinct from molecules. A 

number of physical phenomena become pronounced as the size of the material decreases 

to nanometer regime. For example, the “quantum size effect”, where the electronic 

properties of solids are altered with reductions in particle size, become significant when 
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the nanometer size range is reached, typically at the size of 100 nm or less. Furthermore, 

surface to volume ratio, thermal, electronic, catalytic properties have also been altered 

significantly compare to microscopic materials. Apart from the size effect, materials 

chemistry has become expanded and enriched with shape, surface, defect, self-assembly 

properties that are designed to evoke a specific function and orchestrated to target a 

particular end use.  

1.3. Classification of Nanomaterials 

"Nanomaterials" exhibit novel properties generally fall into various categories. 

Here, we briefly introduce three kinds of nanomaterial. 

Metal Nanoparticles: In recent years, researchers in the field of nanotechnology are 

finding that metal nanoparticles have all kinds of previously-unexpected benefits because 

of their unique properties, including large optical field enhancements resulting in the 

strong scattering and absorption of light. The interesting optical properties of metal 

nanoparticles are due to their unique interaction with light. In the presence of oscillating 

electromagnetic field of the light, the free electrons of the metal nanoparticle undergo a 

collective coherent oscillation with respect to the positive metallic lattice. This process is 

resonant at a particular frequency of the light and is termed the surface plasmon 

resonance (SPR) absorption which can be simply visualized as a photon confined to the 

small size of the nanostructure, constituting an intense electric field around the particle. 

The surface plasmon oscillation decays by radiating its energy resulting in light 

scattering or by nonradiatively as a result of conversion of absorbed light to heat [1]. 

The electric field intensity and the scattering and absorption cross-sections are all 

strongly enhanced at the SPR frequency. For gold (Au), silver (Ag), and copper (Cu), the 

resonance condition is fulfilled at visible frequencies. Since Cu is easily oxidized, Au and 

Ag nanostructures are most attractive for optical applications. 

The spectral position and shape of the plasmon band for a given particle has been 

determined by Gustav and Mie [2] and can be represented in the following way, 
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2 2
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where εr and εi are respectively, the real and imaginary components of the dielectric 

function of the metal, εex is the external environment dielectric function, r is the radius of 

the particle, χ is factor related to the eccentricity of the particle, and N is the number of 

atoms present in the particle. Using equation (1.1), one can reasonably predict the 

position and shape of plasmon absorption for spherical and spheroidal metal nanoparticles 

which have sizes comparable to the wavelength of the incident light (i.e. R ≈ λ) [3]. The 

average radius of metallic NPs, can be approximately estimated from the resonance 

optical absorption spectrum as per the Mie scattering formula [2], 

   
1/2

0 2
2

F F
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r

c

 
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



 
 
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 

 
 

   (1.2) 

where υF = Fermi velocity and ∆ω1/2 is the full width at half-maximum (FWHM) of the 

SPR absorption when plotted as a function of angular frequency ω, c0 is the speed of light 

in vacuum, λP is the wavelength where absorption peak appears, and ∆λ gives the FWHM 

of the band. 

For metal NPs localized surface plasmon oscillations can give rise to the vivid 

characteristic colour, which makes them valuable candidate for optical detection of 

chemical and biological species, surface-enhanced Raman scattering (SERS) as well as in 

biomedical applications. Moreover, the decrease in the particle size to the nanometer 

length scale increases the surface-to-volume ratio which makes the NPs to be potentially 

useful in the field of catalysis. In most of their potential applications, surface plays an 

important role, however, being so small, high surface energy and the large surface 

curvature could make the NPs unstable. Hence, a number of strategies have been 

employed to stabilize the NPs in solution where the use of “capping ligand” is perhaps the 

best recognised. 

Metal Nanoclusters: Similar to metal NPs, study of metal nanoclusters (NCs) has also 

received considerable attention in recent years because they bridge the evolution of 

properties from isolated atoms to nanoparticles and even to the bulk [4, 5]. Providing the 

“missing link” between atomic and nanoparticles behaviour in noble metals, the 

fluorescent, water-soluble metal nanoclusters offer complementary transition energy size 

scalings at smaller dimensions. Their robust, discrete, size-dependent emission makes 
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them ideal fluorophores for single-molecule spectroscopic studies. Their transition 

energies have been found to scale with the inverse of the cluster radius based on the 

spherical jellium model [6], valid for metals with free electrons such as gold and silver. 

Due to the similarity in electronic structure of metal clusters and single atoms, the metal 

clusters are also called “multi-electron artificial atoms” [7, 8]. 

According to the spherical jellium model, a metal cluster is represented as 

uniform, positively charged sphere with electronic shells filled with free electrons. These 

free electrons are provided by the valence electrons of metal atoms, and they delocalize 

and form spherical electron shells surrounding the positively charged core. Due to a 

strong electron screening effect, valence electrons of noble metal atoms are considered 

free after neglecting electron-electron and electron-ion interactions [9]. Distinct from 

the electronic structure of single atoms, cluster electron density is independent of the 

number of free electrons in the metal clusters. However, analogous to single atoms, free 

electrons in metal clusters are also delocalized for electronic shells surrounding the atoms 

and subject to the Pauli Exclusion Principle. The jellium model predicts that the emission 

energy of metallic NCs follow a power law of the number of atoms in the NC with no 

adjustable parameters by the simple scaling relation of Efermi/N1/3 in which Efermi is the 

Fermi energy of bulk metal and N is the number of atoms in the NC. It has been 

successfully applied to small gold NCs [10], describing accurately the size-dependent 

electronic structure and relative electronic transitions of the small clusters [6]. 

Quantum Dots: A quantum dot (QD) is a semiconductor whose excitons are confined in 

all three spatial dimensions. Amongst the various types of nanomaterials, QDs have been 

widely investigated and are quite understandable [11, 12]. They exhibit size-tunable 

band gaps and luminescence energies owing to the “quantum-size effect”. In order to 

understand that effect, first consider an electron excited from the valence band by the 

absorption of a quantum of light moves to the conduction band, leaving behind a hole in 

the valence band. Together, the bound state of the electron and the electron hole which 

are attracted by coulombic force is called exciton. Taking a simple Bohr model picture of 

the exciton, the electron and hole orbit each other at a distance known as the Bohr radius, 

which varies depending on the material, ranging from a few to tens of nanometers. In a 

semiconductor crystallite whose diameter is smaller than the size of its excitons Bohr 

radius, the excitons are squeezed, leading to quantum confinement [11].  
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Compared with the organic fluorophores that were previously used for biological 

labelling, quantum dots are much brighter and do not photobleach. They also provide a 

readily accessible range of colours. As fluorophores, high quality QDs are extremely 

bright, with quantum yields (QYs) approaching unity. QDs have been used for a wide 

variety of applications, such as light emitting diodes, lasers and solar cells, staining and 

lighting up cells for visualization, photocatalysis etc. However, with regard to biological 

applications toxicity remains a complicated question. Additionally, cellular uptake of QDs 

is extremely complex, varying not only with size but with QD surface properties as well 

as cell type [13]. 

 

1.4. Synthesis of Nanomaterials 

The fact is without chemical synthesis there would be no new material, and 

therefore in the early days, the great appeal of a synthetic approach to nanomaterials was 

the ability to create nanoscale building blocks of any composition. The synthetic routes to 

nanomaterials can mainly be divided into two categories: 

Top-Down Approach: It starts with a large structure and proceeds to make it smaller 

through successive cuttings (Figure 1.1). Different kinds of lithographic techniques, 

cutting (such as electron beam, photo ion beam or X-ray lithography cutting), etching, 

grinding, ball milling and sol gel technique are the example of top-down approach. The 

top-down method is currently in use to manufacture computer chips as well as other 

products that we use every day. However, the techniques suffer from the need to remove 

large amounts of material. Physical limits of the technique is also a problem. 

 

“top-down” “bottom-up” 
 

Figure 1.1. Approaches for the synthesis of nanomaterials. 
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Bottom-Up Approach: It can be accessed from a molecularly dispersed system whereby 

the size of a dissolved species is increased continuously until the nanometer regime is 

reached. In general, it refers to the build-up of a material from the bottom (Figure 1.1): 

atom-by-atom, molecule-by-molecule, or cluster-by-cluster. Colloidal dispersion is a good 

example of bottom-up approach in the synthesis of nanoparticles. This approach allows 

smaller geometries of the nanomaterials compare to top-down approach. It is more 

economical than top-down approach as it does not waste material to etching. However, 

getting control over the methods is difficult. 

 

1.5. Scope and Objective 

Nanomaterials are extremely important because of their potential application in 

optoelectronics, catalysis, sensing, biology and medicine [14-17]. The well-established 

fact is that, unusual chemical and physical properties originate when the particle size 

reduces significantly from their bulk counterpart. So, the development of synthetic 

techniques down to the size of nanometer regime for inorganic nanoparticles is 

continuous to be the topic of ongoing research. During last few years, different kinds of 

nanostructures have been developed such as sphere, rod, wire, chain, disc, and others [18-

20]. Numerous methods have been described to synthesize inorganic nanoparticles such 

as sol-gel synthesis, hydrothermal, sonochemical, co-precipitation, hydrolysis and 

thermolysis of precursors [21-24]. While these synthetic routes are quite 

straightforward and relatively well understood, the use of a biomolecule as template or 

scaffold for the synthesis of nanomaterials through biomineralization has not been 

realized in detail. Biomineralization is a natural process in which living organisms adapt 

to form hard structures by mineralizing metal ions through mineralizing peptides, 

vesicles, etc. It is regarded as a paradigm for the development of novel routes for the 

synthesis of functional materials with nanometer precision in all three dimension.  

Among many biological systems that could participate in biomineralization and be 

incorporated into bio-nanomaterials, proteins and DNA have been the subject of 

particular attention due to their nanoscale dimensions, distinctive molecular structures 

and functionalities, and their capability to control the size of inorganic crystals during 

nucleation and growth to a remarkable degree due to their bulky nature [25]. In some 
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cases, electron transfer is associated with the formation of nanoparticles. For example, 

during the synthesis of Au nanoparticles using protein as biomolecule, some of the amino 

acids transfer its electron to reduce the Au ion [26]. Therefore the protein may 

undergoes chemical modification as a consequence of nanoparticle formation (metal ion 

reduction). The consequence of biomineralization process may alter the structure and 

function of the biomolecules. Thus, the investigation of structural and functional 

properties of the biomolecules under the influence of strong oxidising agent is very 

crucial and important. Optical spectroscopy is an ideal tool to monitor the structure and 

dynamics of the biomolecules. Several ultrafast spectroscopic techniques such as 

picosecond-resolved fluorescence spectroscopy, femtosecond transient absorption, and 

femtosecond-resolved fluorescence upconversion have been employed to investigate the 

structure and dynamics of the biomolecules. In one of our studies, we have explored the 

role of an oxidising agent for the modification of proteins/enzymes [27]. By using 

steady-state and time-resolved fluorescence spectroscopy we have established that the 

chemical modification results an alternative intrinsic probe (kynurenine) within structural 

and functional integrity. 

The key focus of this thesis is to develop various kinds of inorganic nanomaterials 

in different biological matrix. Although there have been attempts to interface proteins 

with nanomaterials, many of these studies have focused on the modification and/or 

enhancement of nanomaterial properties to confer a specific biological function. It is, 

however, also important to understand how the self-sustained biomineralization process 

can be utilized for the synthesis of various nanomaterials under environmentally benign 

condition. How nanomaterial properties such as curvature and surface chemistry 

influence the structure and function of conjugated proteins/enzymes is also crucial. Metal 

nanoparticles are found to serve as effective catalyst to activate the reduction of 4-

nitrophenol in the presence of NaBH4 [28, 29]. However, the mechanism of that catalytic 

reaction is still fuzzy in the existing literature. Therefore, a detailed study highlighting 

every step involved in catalytic process using metal NPs is essential from the viewpoint 

of industrial application. 

Semiconductor QDs have attracted considerable attention because of their unique 

tunable physical and chemical properties suitable for multifunctional applications [11, 30, 
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31]. Luminescent mercury sulphide (HgS) QDs are highly attractive for infrared sensing, 

optoelectronics, as well as for the more fundamental studies of their optical properties 

[32, 33]. Although advanced studies have been performed on zinc and cadmium based 

chalcogenides, however, the potential development of tunable NIR luminescent HgS 

quantum dots (QDs) through biomineralization process is yet to be fully understood. 

Moreover, like other QDs, bioconjugated HgS QDs can be utilized in toxic metal ion 

sensing by exploiting their luminescence properties. However, the sensing mechanism 

addressing the specific interaction of detected ions with the sensor QDs is crucial and 

therefore studies on this direction seem to be very exciting. 

Transition metal chalcogenide semiconductors display interesting properties that 

are important for sensing, catalysis, photovoltaics, and even biology [31, 34-40]. In 

particular, molybdenum disulphide (MoS2) is a prototypical transition metal 

dichalcogenide material, which is one of the most studied 2D materials after graphene. A 

number of intrinsic properties starting from catalysis, photovoltaics to optics imply that 

MoS2 could also be one of the most valuable materials in nanotechnology. Recently, 

advanced studies have been performed on 2D MoS2 nanosheets; however, the potential 

development of quantum confined MoS2 nanocrystals (NCs) through biomineralization 

process has remained largely unexplored. In this regard, biomolecules like DNA offers a 

great potentiality as a building block to create nanostructures. But before use, proper 

engineering with such system and their extensive studies are necessary. Hence, the 

synthesis and study of MoS2 NCs conjugated with DNA having interesting properties are 

very important for their multifunctional applications. 

Noble metal quantum clusters (QCs) are the missing link between isolated noble 

metal atoms and nanoparticles [41]. Dramatic growth has been witnessed in the field of 

atomic clusters during the last few decades, due to their fascinating properties [42]. 

While naturally formed metal NPs are reported, unfortunately, QCs are not observed so 

far to occur naturally, may be because of their high reactivity. The biomineralization 

process has been mimicked to synthesize QCs too by carefully adjusting the 

concentration of metal ions and modifying the environment suitably. Unlike 

semiconductor QDs, quantum confinement effects starts only below 2 nm in QCs, hence, 

controlling the size becomes a tedious but crucial process. In recent years, extensive 
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studies have been focused on luminescent Au and Ag QCs, however, studies focusing on 

the synthesis and optical properties of other QCs such as Cu are still scarce primarily 

because of the difficulty in preparing highly stable and extremely tiny particles. So, 

synthesis of atomically precise, luminescent Cu QCs through biomineralization process 

and application of their properties will be very interesting for the basic understanding of 

material science as well as for their technological applications. 

The experimental tools used for studying the dynamical processes involve 

picosecond and femtosecond time-resolved carrier relaxation dynamics, fluorescence 

anisotropy, Förster resonance energy transfer (FRET), Dexter energy transfer, and 

photoinduced electron transfer (PET). The different experimental techniques employed 

for the characterization of the bionanoconjugates include steady-state UV-vis absorption 

and fluorescence, enzyme kinetics, thermogravimetric analysis (TGA), Fourier transform 

infrared spectroscopy (FTIR), Raman spectroscopy, matrix-assisted laser desorption 

ionization (MALDI) mass spectrometry, X-ray diffraction (XRD), circular dichroism 

(CD), dynamic light scattering (DLS), scanning electron microscopy (SEM), high-

resolution transmission electron microscopy (HRTEM) and X-ray photoelectron 

spectroscopy (XPS). 

In this backdrop the main objectives of the thesis are summarized as follows: 

 As the level of understanding in the protein protected nanomaterials at the nano-

biointerface increases, it is necessary to understand how the nanoparticles are 

being formed using protein at the cost of their native structural integrity. Using 

Au as model nanoparticle, we will explore the details of the associated 

biochemistry of the proteins dictating kinetics, size, and crystallinity of the 

nanoparticles. The kinetics of nanoparticles formation in this route, which 

involves nucleation (induction period) and subsequent growth (acceleration 

period), has been modelled in a simple scheme of autocatalytic process. As-

synthesised nanoparticle can be utilized as an efficient catalyst for 4-nitrophenol 

reduction. The kinetic data obtained from UV-vis spectroscopy which reveals the 

efficient catalytic activity of the nanoparticles, have been explained in terms of the 

Langmuir–Hinshelwood model. 
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 Protein consists of several amino acids like tryptophan, tyrosine, arginine, lysine 

etc., which has the capability of reducing several metal ions. The reduction 

process involves electron transfer from the amino acid to the metal ion and as a 

consequence the corresponding amino acid becomes oxidized. As a mimic study, 

we will present an electron transfer reaction in protein cavity which causes the 

tryptophan residue to undergo chemical modification to form one of its metabolite 

kynurenine. Structural and functional integrity upon modification of the native 

protein have been confirmed by using different spectroscopic techniques. The 

study is an attempt to explore an alternative intrinsic fluorescence probe for the 

spectroscopic investigation of a protein. 

 Akin to metal nanoparticles, semiconductor quantum dots (QDs) have also shown 

great promise for a range of applications due to their high versatility, and size 

tunable optical properties. In one of our studies, we will describe a new 

methodology to synthesize protein functionalized, size-tunable luminescent HgS 

QDs through biomineralization process. Basically the synthesis has been carried 

out in a protein matrix, and the QDs are formed through an intermediate. We 

have demonstrated that the as-prepared QDs can serve as selective sensor 

material for Hg(II) and Cu(II) ions, based on the specific luminescence quenching. 

From picosecond time-resolved studies, we have shown that for Hg(II), quenching 

proceeds by Dexter-type energy transfer process whereas in case of Cu(II), 

quenching takes place through a photoinduced electron transfer mechanism. 

 Molybdenum disulfide (MoS2) nanostructures are receiving considerable attention 

as 2D material, however, the colloidal synthesis of MoS2 nanocrystals (NCs) is 

quite delicate, and as a result, there is less development compared to other 

synthetic routes. In one of our studies, we will demonstrate the synthesis and 

characterization of MoS2 NCs using DNA as a host matrix. We have also observed 

negligible perturbation in the native structure of DNA upon interaction with 

MoS2 NCs. To check whether MoS2 NCs adequately quench the fluorescence of 

the dye/donor molecules we have introduced a well-known DNA minor groove 

binding probe, Hoechst 33258. This study is based on Förster resonance energy 

transfer (FRET), which has recently experienced a significant interest of several 
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groups. Furthermore, employing a statistical method we have estimated the 

probability of distance distribution between donor and acceptor. 

 Quantum clusters (QCs) are sub-nanometer core sized clusters composed of a 

group of atoms, most often luminescent in the visible region, and possess 

intriguing photo-physical and chemical properties. A trend is observed in the use 

of ligands, ranging from phosphines to functional proteins, for the synthesis of 

QCs in the liquid phase. We will describe a method to prepare highly stable blue 

luminescent Cu QCs (<2 nm) using bovine serum albumin as a model protein. 

Using MALDI-MS, we have tentatively assigned that the clusters consist of 5 and 

13 number of Cu atoms. The quantum clusters serve as sensor material for 

hydrogen peroxide and lead ion. We have proposed that the mechanism of 

luminescence quenching is due to aggregation of the QCs in presence of lead ion. 

  

1.6. Summary of the Work Done: 

1.6.1. Exploration of Key Pathways in the Biomolecule-assisted Metal Ion 

Reduction for Nanoparticle Synthesis: 

1.6.1.1. Protein-assisted Synthesis Route of Metal Nanoparticles: Exploration of 

Key Chemistry of the Biomolecule [43]: 

Essentially, biomolecule-assisted synthesis of inorganic nanoparticles can be 

divided into two categories. One uses multi-domain protein cages (template) and other 

relies on the self-assembly of the biomolecules including small peptides, DNA and 

denatured protein. Protein templated synthesis of various nanomaterials is relatively well 

understood as the cages of the biological macromolecules and their specific interaction 

with inorganic ions ultimately dictate the size and crystallinity of the nanomaterials. On 

the other hand formation of nanoparticles using protein in the cost of the native 

structural integrity for the self-assembly is not well understood till date. In the present 

work we report a protein-assisted synthesis route to prepare highly crystalline 3-5 nm 

gold nanoparticles, which relies systematic thermal denaturation of a number of proteins 

and protein mixture from E. coli in absence of any reducing agent. By using UV-vis, 

circular dichroism (CD) spectroscopy and high resolution transmission electron 

microscopy (HRTEM) we have explored details of the associated biochemistry of the 
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proteins dictating kinetics, size and crystallinity of the nanoparticles. The kinetics of 

nanoparticles formation in this route, which is sigmoidal in nature, has been modelled in a 

simple scheme of autocatalytic process. Interestingly, the protein-capped as-prepared Au 

nanoparticles are found to serve as effective catalyst to activate the reduction of 4-

nitrophenol in the presence of NaBH4. The kinetic data obtained by monitoring the 

reduction of 4-nitrophenol by UV-vis spectroscopy, revealing the efficient catalytic 

activity of the nanoparticles, have been explained in terms of the Langmuir-Hinshelwood 

model. The methodology and the details of the protein-chemistry presented here may 

find relevance in the protein-assisted synthesis of inorganic nanostructures in general. 

 

1.6.2. Consequence of Metal Ion Reduction for the Nanoparticle Synthesis in 

Biological Macromolecules: 

1.6.2.1. Toward an Alternative Intrinsic Probe for Spectroscopic Characterization 

of a Protein [27]: 

The intrinsic fluorescent amino acid tryptophan is the unanimous choice for the 

spectroscopic investigation of proteins. However, several complicacies in the 

interpretation of tryptophan fluorescence in a protein are inevitable and an alternative 

intrinsic protein probe is a longstanding demand. In this work, we report an electron 

transfer reaction in a protein cavity which causes the tryptophan residue (Trp214) to 

undergo chemical modification to form one of its metabolite kynurenine (Kyn214). 

Structural integrity upon modification of the native protein, is confirmed by steady-state 

and time-resolved fluorescence spectroscopy. Femtosecond resolved fluorescence 

transients of the modified protein describe the dynamics of solvent molecules in the 

protein cavity in both the native and denatured states. In order to establish general use of 

the probe, we have studied the dipolar interaction of Kyn214 with a surface bound ligand 

(crystal violet; CV) of the protein. By using the sensitivity of FRET, we have determined 

the distance between Kyn214 (donor) and CV (acceptor). Our study is an attempt to 

explore an alternative intrinsic fluorescence probe for the spectroscopic investigation of a 

protein. 
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1.6.3. Biomineralization and Sensing Mechanisms of Toxic Metal Ion in a 

Biological Matrix: 

1.6.3.1. Protein Directed Synthesis of NIR-emitting, Tunable HgS Quantum Dots 

and their Applications in Metal Ion Sensing [35]: 

The development of luminescent mercury sulfide quantum dots (HgS QDs) 

through biomineralization process has remained unexplored. Herein, we report a simple, 

two step route for the synthesis of HgS quantum dots in bovine serum albumin (BSA). 

The QDs were characterized by UV-vis, Fourier transform infrared spectroscopy (FTIR), 

luminescence, Raman spectroscopy, transmission electron microscopy (TEM), X-ray 

photoelectron spectroscopy (XPS), circular dichroism (CD), energy dispersive analysis of 

X-rays (EDAX), and picosecond time-resolved optical spectroscopy. Formation of various 

sized QDs was observed by modifying the conditions suitably. The QDs also showed 

tunable luminescence over the 680-800 nm spectral regions, with a quantum yield of 4-

5%. We have demonstrated that the as-prepared QDs can serve as selective sensor 

materials for Hg(II) and Cu(II) ions, based on selective luminescence quenching. The 

quenching mechanism was found to be Dexter energy transfer and photoinduced electron 

transfer for Hg(II) and Cu(II) ions, respectively. The simple synthesis route of protein 

capped HgS QDs would provide additional impetus to explore applications for these 

materials. 

 

1.6.4. Synthesis and Promising Application of a Potential Nanobiocomposite: 

1.6.4.1. MoS2 Nanocrystals Confined in DNA Matrix Exhibiting Energy Transfer 

[44]: 

We describe the wet chemical synthesis of MoS2 nanocrystals (NCs), a transition 

metal dichalcogenide, using DNA as a host matrix. As evidenced from transmission 

electron microscopy (TEM), the NCs are highly crystalline with an average size of 

5.1±0.2 nm. UV-vis absorption studies along with band gap calculations confirm that 

NCs are in quantum confinement. A prominent red shift of the optical absorption bands 

has been observed upon formation of thin film using CTAC 

(hexadecyltrimethylammonium chloride) i.e., in case of MoS2@DNA-CTAC. In the thin 
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film, strong electron-phonon coupling arises due to the resonance effect which is reflected 

from the emergence of intense 1st, 2nd and 3rd order Raman peaks whenever excited with 

488 nm line. We have established that our as-synthesised MoS2 NCs quench the 

fluorescence of a well-known DNA minor groove binding probe, Hoechst 33258. 

Unprecedented fluorescence quenching (94%) of donor (Hoechst 33258) emission and 

efficient energy transfer (89%) between Hoechst 33258 and MoS2 NCs (acceptor) are 

obtained. The donor-acceptor distance of these conjugates has been described by Förster 

resonance energy transfer (FRET) based model. Furthermore, employing a statistical 

method we have estimated the probability of distance distribution between donor and 

acceptor. We believe that the study described herein may enable substantial advances in 

the field of optoelectronics, photovoltaics, catalysis and many others. 

 

1.6.5. Reduction of a Trace Element in Biological Matrix and its Potential 

Application in Toxic Metal Ion Sensing: 

1.6.5.1. Copper Quantum Clusters in Protein Matrix: Potential Sensor of Pb2+ ion 

[45]: 

A one-pot synthesis of extremely stable, water-soluble Cu quantum clusters (QCs) 

capped with a model protein, BSA is demonstrated. From matrix-assisted laser 

desorption-ionization time of flight (MALDI-TOF) mass spectrometry, we assign the 

clusters to be composed of Cu5 and Cu13 cores. The QCs also show luminescence 

properties having an excitation and emission maxima at 325 and 410 nm respectively, 

with a quantum yield of 15% which are found to be different from that of protein alone in 

similar experimental condition. The quenching of luminescence of the protein capped Cu 

QCs in presence of very low hydrogen peroxide concentration (~nM or less than ppb) 

reflects the efficacy of the QCs as potential sensing material in biological environments. 

Moreover, as-prepared Cu QCs can detect highly toxic Pb2+ ions in water, even at ppm 

level without suffering any interference from other metal ions. 

1.7. Plan of Thesis: 

The plan of the thesis is as follows: 

Chapter 1: This chapter gives a brief introduction to the metal nanoparticles, quantum 

clusters, quantum dots, as well as scope and motivation behind the thesis work. A brief 

summary of the work done is also included in this chapter. 
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Chapter 2: This chapter provides an overview of the dynamical and steady-state tools, 

the structural aspects of biologically important systems (proteins, DNAs) and probes 

used in the research. 

Chapter 3: Details of instrumentation, data analysis and experimental procedures have 

been discussed in this chapter. 

Chapter 4: Autocatalytic mechanism of the biomolecule-assisted synthesis of metal 

nanoparticles and their application in surface catalysis have been discussed in this 

chapter. 

Chapter 5: This chapter deals with the spectroscopic characterization of biomolecules 

upon oxidation, a mimic study of which is the formation of nanoparticles by the reduction 

of amino acids in protein.  

Chapter 6: A new methodology to synthesize protein-functionalized, size-tunable NIR 

luminescent HgS quantum dots has been discussed in this chapter. Application in duel 

metal ion sensing with mechanism in details has also been described. 

Chapter 7: Formation of transition metal dichalcogenide using DNA as a host matrix has 

been presented.  

Chapter 8: This chapter offers a protein directed synthesis of atomically precise quantum 

clusters and their application in toxic metal ion sensing. 
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Chapter 2 
 

Overview of Spectroscopic Tools and Systems 
 

In order to investigate the various processes involved in course of study on ultrafast 

spectroscopy, synthesis and potential application of the nanocrystals, the different steady-

state and dynamical tools that have been used are fluorescence anisotropy, Förster 

Resonance Energy Transfer (FRET) theory, Dexter Energy Transfer, autocatalysis, 

Langmuir-Hinshelwood (L-H) mechanism, enzyme kinetics, Tachiya model and distance 

distribution in donor-acceptor systems. In this chapter, a brief discussion about these 

tools has been provided. A brief overview of the various systems used has also been 

provided. 

2.1. Steady-State and Dynamical Tools 

2.1.1. Fluorescence Anisotropy: Anisotropy is defined as the extent of polarization of 

the emission from a fluorophore. Anisotropy measurements are commonly used in 

biochemical applications of fluorescence. It provides information about the size and shape 

of proteins or the rigidity of various molecular environments. Anisotropy measurements 

have also been used to measure protein-protein associations, fluidity of membranes and 

for immunoassays of numerous substances. These measurements are based on the 

principle of photoselective excitation of those fluorophore molecules whose absorption 

transition dipoles are parallel to the electric vector of polarized excitation light. In an 

isotropic solution, fluorophores are oriented randomly. However, upon selective 

excitation, partially oriented population of fluorophores with polarized fluorescence 

emission results. The relative angle between the absorption and emission transition 

dipole moments determines the maximum measured anisotropy (r0). The fluorescence 

anisotropy (r) and polarization (P) are defined by, 

   r
I I

I I

II

II








2
    (2.1) 

   P
I I

I I

II

II










,    (2.2) 



 21 

where III  and I  are the fluorescence intensities of vertically and horizontally polarized 

emission when the fluorophore is excited with vertically polarized light. Polarization and 

anisotropy are interrelated as, 
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Although polarization and anisotropy provides the same information, anisotropy is 

preferred since the latter is normalized by total fluorescence intensity (  III IIT 2 ) 

and in case of multiple emissive species anisotropy is additive while polarization is not. 

Several phenomena, including rotational diffusion and energy transfer, can decrease the 

measured anisotropy to values lower than maximum theoretical values. Following a 

pulsed excitation the fluorescence anisotropy, r(t) of a sphere is given by, 

        texprtr 0    (2.5) 

where r0 is the anisotropy at time t = 0 and  is the rotational correlation time of the 

sphere. 

(i) Theory: For a radiating dipole, the intensity of light emitted is proportional to the 

square of the projection of the electric field of the radiating dipole onto the transmission 

axis of the polarizer. The intensity of parallel and perpendicular projections are given by, 

   2

II cos,I    (2.6) 

  

22 sinsin,I   (2.7) 

where  and  are the orientational angles of a single fluorophore relative to the z and y-

axis, respectively (Figure 2.1a). In solution, fluorophores remain in random distribution 

and the anisotropy is calculated by excitation photoselection. Upon photoexcitation by 

polarized light, the molecules having absorption transition moments aligned parallel to 

the electric vector of the polarized light have the highest probability of absorption. For 

the excitation polarization along z-axis, all molecules having an angle  with respect to 

the y-axis will be excited. The population will be symmetrically distributed about the z-

axis. For experimentally accessible molecules, the value of  will be in the range from 0 

to 2 with equal probability. Thus, the  dependency can be eliminated. 
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Figure 2.1. (a) Emission intensity of a single fluorophore (blue ellipsoid) in a coordinate system. 
(b) Schematic representation of the measurement of fluorescence anisotropy. 
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Consider a collection of molecules oriented relative to the z-axis with probability f(). 

Then, measured fluorescence intensities for this collection after photoexcitation are, 
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where f()d is the probability that a fluorophore is oriented between  and +d and is 

given by, 

   dsincosdf 2    (2.13) 

k is the instrumental constant. Thus, the anisotropy (r) is defined as, 

2
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when  = 54.7 i.e. when cos2 = 1/3, the complete loss of anisotropy occurs. Thus, the 

fluorescence taken at  = 54.7 with respect to the excitation polarization is expected to 

be free from the effect of anisotropy and is known as magic angle emission. For collinear 

absorption and emission dipoles, the value of <cos2> is given by the following equation,  

 

 







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0
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2
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dfcos

cos    (2.15) 

Substituting equation (2.13) in equation (2.15) one can get the value of <cos2>= 3/5 and 

anisotropy value to be 0.4 (from equation (2.14)). This is the maximum value of 

anisotropy obtained when the absorption and emission dipoles are collinear and when no 

other depolarization process takes place. However, for most fluorophore, the value of 

anisotropy is less than 0.4 and it is dependent on the excitation wavelength. It is 

demonstrated that as the displacement of the absorption and emission dipole occurs by an 

angle  relative to each other, it causes further loss of anisotropy (reduction by a factor 

2/5) [1] from the value obtained from equation (2.14). Thus, the value of fundamental 

anisotropy, r0 is given by, 








 


2

1cos3

5

2
r

2

0     (2.16) 
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For any fluorophore randomly distributed in solution, with one-photon excitation, the 

value of r0 varies from -0.2 to 0.4 for  values varying from 90° to 0°. 

(ii) Experimental Methods: For time-resolved anisotropy (r(t)) measurements (Figure 

2.1b), emission polarization is adjusted to be parallel and perpendicular to that of the 

excitation polarization. Spencer and Weber [2] have derived the relevant equations for 

the time dependence of  tI II
 (equation (2.17)) and  tI  (equation (2.18)) for single 

rotational and fluorescence relaxation times,  and f, respectively, 

       texpr21texptI 0fII
 (2.17) 

       texpr1texptI 0f   (2.18) 

The total fluorescence is given by,  

         f0fII texpFtexp3tI2tItF     (2.19) 

The time dependent anisotropy, r(t) is given by, 

 
   
   

 







 texpr
tI2tI

tItI
tr 0

II

II   (2.20) 

F(t) depends upon f and r(t) only upon  so that these two lifetimes can be separated. 

This separation is not possible in steady state measurements. It should be noted that the 

degree of polarization (P) is not independent of f and is therefore not as useful a quantity 

as r. For reliable measurement of r(t), three limiting cases can be considered. 

(a) If f < , the fluorescence decays before the anisotropy decays, and hence only r0 

can be measured. 

(b) If  < f, in contrast to steady-state measurements,  can be measured in principle. 

The equations (2.17) and (2.18) show that the decay of the parallel and 

perpendicular components depends only upon . The only experimental 

disadvantage of this case is that those photons emitted after the period of a few 

times  can not contribute to the determination of , but provided the signal-to-

noise ratio is favorable, this need not be of great concern. 

(c) If   f, then it becomes the ideal situation since almost all photons are counted 

within the time (equal to several rotational relaxation times) in which r(t) shows 

measurable changes. 

For systems with multiple rotational correlation times, r(t) is given by, 
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     



i

t

i0
iertr     (2.21) 

where, 1i

i

  . It should be noted that the instrument monitoring the fluorescence, 

particularly the spectral dispersion element, responds differently to different polarizations 

of light, thus emerging the need for a correction factor. For example, the use of 

diffraction gratings can yield intensities of emission, which depend strongly upon 

orientation with respect to the plane of the grating. It is inevitably necessary when using 

such instruments to correct for the anisotropy in response. This instrumental anisotropy 

is usually termed as G-factor (grating factor) and is defined as the ratio of the 

transmission efficiency for vertically polarized light to that for horizontally polarized 

light (  IIG II ). Hence, values of fluorescence anisotropy, r(t) corrected for 

instrumental response, would be given by [3], 

 
   
   tGI2tI

tGItI
tr

II

II








     (2.22) 

The G-factor at a given wavelength can be determined by exciting the sample with 

horizontally polarized excitation beam and collecting the two polarized fluorescence 

decays, one parallel and other perpendicular to the horizontally polarized excitation 

beam. G-factor can also be determined following longtime tail matching technique [3]. If 

 < f, it can be seen that the curves for  tI II  and  tI should become identical. If in any 

experiment they are not, it can usually be assumed that this is due to a non-unitary G-

factor. Hence normalizing the two decay curves on the tail of the decay eliminates the G-

factor in the anisotropy measurement. 

 

2.1.2. Förster Resonance Energy Transfer (FRET): Förster Resonance Energy 

Transfer [4] is an electrodynamic phenomenon involving the non-radiative transfer of 

the excited state energy from the donor dipole (D) to an acceptor dipole (A) (Figure 2.2a). 

FRET has got wide uses in all fluorescence applications including medical diagnostics, 

DNA analysis and optical imaging. Since FRET can measure the size of a protein 

molecule or the thickness of a membrane, it is also known as “spectroscopic ruler” [5]. 

FRET is very often used to measure the distance between two sites on a macromolecule. 

Basically, FRET is of two types: (a) Homo-molecular FRET and (b) Hetero-molecular 
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FRET. In the former case the same fluorophore acts both as energy donor and acceptor, 

while in the latter case two different molecules act as donor and acceptor. 

Each donor-acceptor (D-A) pair participating in FRET is characterized by a 

distance known as Förster distance (R0) i.e., the D-A separation at which energy transfer 

is 50% efficient. The R0 value ranges from 20 to 60 Å. The rate of resonance energy 

transfer (kT) from donor to an acceptor is given by [1], 

6

0

D

T
r

R1
k 










    (2.23) 

where D is the lifetime of the donor in the absence of acceptor, R0 is the Förster distance 

and r is the donor to acceptor (D-A) distance. The rate of transfer of donor energy 

depends upon the extent of overlap of the emission spectrum of the donor with the 

absorption spectrum of the acceptor (J()), the quantum yield of the donor (QD), the 

relative orientation of the donor and acceptor transition dipoles (2) and the distance 

between the donor and acceptor molecules (r) (Figure 2.2b). In order to estimate FRET 

efficiency of the donor and hence to determine distances of donor-acceptor pairs, the 

methodology described below is followed [1]. The Förster distance (R0) is given by, 

   61

D

42

0 JQn211.0R    (in Å)  (2.24) 

where n is the refractive index of the medium, QD is the quantum yield of the donor and 

J() is the overlap integral. 2 is defined as, 

   2

ADAD

2

ADT

2 cosθ2cosθcosφsinθsinθcoscos3cosκ   (2.25) 

where T is the angle between the emission transition dipole of the donor and the 

absorption transition dipole of the acceptor, D and A are the angles between these 

dipoles and the vector joining the donor and acceptor and  is angle between the planes 

of the donor and acceptor (Figure 2.2b).2 value can vary from 0 to 4. For collinear and 

parallel transition dipoles, 2 = 4; for parallel dipoles, 2 = 1; and for perpendicularly 

oriented dipoles, 2 = 0. For donor and acceptors that randomize by rotational diffusion 

prior to energy transfer, the magnitude of 2 is assumed to be 2/3. J(), the overlap 

integral, which expresses the degree of spectral overlap between the donor emission and 

the acceptor absorption, is given by, 

 



 27 

 

Figure 2.2. (a) Schematic illustration of the Förster Resonance Energy Transfer (FRET) process. 

(b) Dependence of the orientation factor 2 on the directions of the emission and absorption 
dipoles of the donor and acceptor, respectively. 
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where FD() is the fluorescence intensity of the donor in the wavelength range of  to 

+d and is dimensionless. A() is the extinction coefficient (in M-1cm-1) of the acceptor 

at . If  is in nm, then J() is in units of M-1cm-1nm4. 

Once the value of R0 is known, the efficiency of energy transfer can be calculated. 

The efficiency of energy transfer (E) is the fraction of photons absorbed by the donor 

which are transferred to the acceptor and is defined as, 
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The transfer efficiency is measured using the relative fluorescence intensity of the donor, 

in absence (FD) and presence (FDA) of the acceptor as, 

D

DA

F

F
1E      (2.29a) 
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For D-A systems decaying with multiexponential lifetimes, E is calculated from the 

amplitude weighted lifetimes i

i

i   [1] of the donor in absence (D) and presence 

(DA) of the acceptor as, 

D

DA1E



     (2.29b) 

The D-A distances can be measured using equations (2.28), (2.29a) and (2.29b). The 

distances measured using equations (2.29a) and (2.29b) are revealed as RS (steady state 

measurement) and RTR (time-resolved measurement), respectively. In one of recent 

studies from our group [6], we have reported the potential danger of using equation 

(2.29a) to conclude the nature of energy transfer as Förster type. The study shows that 

the energy transfer efficiency E, calculated from steady state experiment (equation 2.29a) 

might be due to re-absorption of donor emission, but not due to dipole-dipole interaction 

(FRET). 

 

2.1.3. Dexter Energy Transfer: Unlike Förster, David L. Dexter provided another 

mechanism, say Dexter Energy Transfer that an excited donor group and an acceptor 

group might indeed exchange electrons to accomplish the non-radiative process [7]. 

Dexter transfer is identical to the Förster mechanism but does not require significant 

oscillator strength on the part of the acceptor. It requires direct donor–acceptor orbital 

overlap; and has an exponential-distance dependence with a range of ∼ 1 nm. Hence, the 

exchange mechanism is also called the short-range energy transfer. The Dexter exchange 

energy transfer is generally associated with quenching. The term “quenching” means any 

physical process or molecular state that decreases the molecular fluorescence. Previously, 

the Dexter energy transfer was treated a fundamental phenomenon in photochemistry 

field. Recently, it is greatly applied to novel emitting materials, such as white organic 

light-emitting diodes and energy up-conversion systems (blue light emission; white light 

emission) and many others. 

The energy transfer could take place via the interaction between an excited state 

donor, say D*, and a ground-state acceptor, say A, without emitting a photon when 

transferring energy (Figure 2.3a & b).  
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Figure 2.3. Schematic illustration of the (a) singlet-singlet and (b) triplet-triplet Dexter energy 
transfer process. 

 

The exchange mechanism is based on the Wigner spin conservation rule [8]; thus, the 

spin-allow process could be: 

Singlet-singlet energy transfer: 

1D* + 1A → 1D + 1A*   (2.30) 

It could be understood by: a singlet group produces another singlet group. 

Triplet-triplet energy transfer: 

3D* + 1A → 1D + 3A*   (2.31) 

It could be understood by: a triplet group produces another triplet group. 

The singlet-singlet energy transfer can happen when undergoing the Coulombic 

interaction. However, the Coulombic interaction will not involve the triplet-triplet 

energy transfer because that violates the Wigner spin conservation law [8]. In one of our 

studies [9], we have also estimated the rate of energy transfer (kET) and energy transfer 

efficiency (E) by using the following equations: 

kET = 1/τq − 1/τu   (2.32) 

E = 1 − τq/τu    (2.33) 

where, τq is the “quenched” lifetime; and τu is the “unquenched” lifetime. 
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The Dexter energy transfer is a fundamental phenomenon in photochemistry. The 

difference between Förster and Dexter mechanism include (I) Dexter mechanism involves 

the overlap of wave functions so that electrons can occupy the other’s molecular orbitals. 

(II) The reaction rate constant of Dexter energy transfer sharply decreases while the 

distance between D and A increase and the distance is generally smaller than 1 nm. (III) 

The Dexter mechanism can be applied to produce the triplet state of some molecules of 

interest. (IV) The special case of exchange-triplet-triplet annihilation-can “push” the 

electron to upper singlet states by exchanging the electrons of two triplet molecules. 

 

2.1.4. Autocatalysis: A single chemical reaction is said to have undergone autocatalysis, 

or be autocatalytic, if the reaction product is itself the catalyst for that reaction. The rate 

equations for autocatalytic reactions are fundamentally nonlinear. This nonlinearity can 

lead to the spontaneous generation of order. For example, the reaction between 

potassium permanganate and oxalic acid [10]. When a few crystals of MnSO4 are added 

to a mixture of permanganate and oxalic acid, the conversion to Mn(II) is sped up. If no 

MnSO4 is added, then the reaction will gradually speed up of itself, because Mn(II) is 

gradually being created by the reaction, and this product autocatalyses the reaction itself . 

Autocatalysis in chemistry is usually considered to occur among relatively simple, fixed, 

and inflexible reactants. As such, it is commonly regarded as a subclass of general 

mechanisms. 

Let us consider the following second order autocatalytic reaction catalysed by the 

product B: 

kA+B 2B     (2.34) 

The rate law for the autocatalytic reaction is defined as [11]: 

d[B]
υ= =k[A][B]

dt
   (2.35) 

The concentrations of A and B vary in time according to the following equations [11]: 
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The graph for these equations is a sigmoid curve, which is typical for autocatalytic 

reactions. These chemical reactions proceed slowly at the start because there is little 

catalyst present, the rate of reaction increases progressively as the reaction proceeds as 

the amount of catalyst increases and then it again slows down as the reactant 

concentration decreases. If the concentration of a reactant or product in an experiment 

follows a sigmoid curve, the reaction is likely to be autocatalytic. 

In one of our studies, the modified protein-salt conjugate serves as a substrate in 

reactions. The general mechanism of the nanoparticle formation can be written as shown 

in the following equations: 

Nucleation:   1kEL FP     (2.38) 

Growth:   2 2
k

EL FP FP    (2.39) 

where, L represents the salt i.e., AuCl4
-, and E and F represent two different forms of 

protein where F-form is more perturbed than E-form, and k1 and k2 are the rate constants 

of the slow and fast step respectively. Here, EL denotes the protein-salt conjugate and FP 

denotes the protein nanoparticle conjugate. The corresponding rate equation (assuming 

first order reaction) of the first step can be written as, 

  1
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(1 exp )

k t
FP EL

   
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    (2.40) 

where, [EL]0 and [FP] are the concentration of the E-form of the protein-salt conjugate 

at the initial time and the concentration of the protein nanoparticle conjugate at time = t 

respectively. 

Equation 2.39 is the autocatalytic step [12]. For this autocatalytic reaction the 

concentration of the product can be written as, 
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 (2.41) 

So, the total concentration of the protein capped nanoparticles is obtained by the linear 

combination of equation (2.40) and equation (2.41) and thus it can be written as, 
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 (2.42) 

where, m and n denotes the contributions of the fast and slow step respectively. 
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2.1.5. Langmuir-Hinshelwood Mechanism: The term Langmuir-Hinshelwood (L-H) 

kinetics generally refers to heterogeneous catalytic reaction kinetics that can be described 

by a simple mechanistic model. In L-H model, both the reacting species are chemisorbed 

on the catalyst surface before the reaction takes place. The mechanism is described 

pictorially below: 

SURFACE SURFACE SURFACE

a b c
 

Figure 2.4. Schematic illustration of the L-H mechanism. (a) Two atoms adsorb onto the surface. 
(b) They diffuse across the surface and interact when they are close. (c) A molecule is formed 
which desorbs. 

 

As the adsorbed molecules undergo a bimolecular reaction, we therefore expect the rate 

law to be second order in the extent of surface coverage (θ): 

kAS+BS P   2

SBA Cυ=kθ θ    (2.43) 

where, ‘k’ is the Langmuir–Hinshelwood rate constant, ‘S’ is the surface, and ‘υ’ is the rate 

of reaction. 

In this mechanism the adsorption of the reactants is modelled in terms of the Langmuir 

Freundlich (L-F) isotherm [13]: 

 

 
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n

i i

i N n

j j
j=1

k c
θ =

1+ k c
   (2.44) 

Here, ‘θi’ is the surface coverage of compound i, ‘ki’ is the adsorption constant of the 

respective component, and ‘ci’ is the concentration in solution. The exponent n is related 

to the heterogeneity of the sorbent. For a homogeneous material, ‘n’ is equal to 1 whereas 

when ‘n’ is between 0 and 1 the material is heterogeneous. For homogeneous material (n 

= 1), the L-F isotherm reduces to the Langmuir isotherm. 
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Now, if in the above reaction both A and B follow Langmuir isotherms, and 

adsorb without dissociation, so that, 

A A
A

B BA A

K C
θ =

1+K C +K C
   (2.45) 

   & BA
B

B BA A

K C
θ =

1+K C +K C
   (2.46) 

Therefore the rate law can be written as, 

 

2

B BA A
2

B BA A

kC K K C C
υ=

1+K C +K C

S   (2.47) 

The rate law is complex and there is no clear order with respect to any of the 

reactants but we can consider different values of the constants, for which it is easy to 

measure integer orders: 

 Both molecules have low adsorption 

That means that 1 >> KACA, KBCB        so, 2
B BA AkC K K C Cυ= S     

The order is one with respect to both the reactants. 

 One molecule has very low adsorption 

In this case, KACA, 1 >> KBCB               so, 2 B BA A
S 2

A A

K K C C
kC

(1+K C )
υ=  

The reaction order is 1 respect to B. There are two extreme possibilities now: 

1. At low concentrations of A, 2
B BA AkC K K C Cυ= S ; and the order is one respect to A. 

2. At high concentrations of A, 2 B B
S

A A

K C
kC

K C
υ=  

The order is minus one respect to A. The higher the concentration of A, the slower the 

reaction goes, in this case we say that A inhibits the reaction. 

 One molecule has very high adsorption 

In this case, KACA, >> 1, KBCB               so, 2 B B
S

A A

K C
kC

K C
υ=  

The reaction order is 1 with respect to B and -1 with respect to A. Reactant A inhibits the 

reaction at all concentrations. 

2.1.6. Tachiya Model: The excited state decay of the donor may be described by the 

following kinetic model assuming a competition of the energy transfer with unimolecular 

decay processes [14, 15]: 
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0k*
n nP P    (2.48) 

qnk*
n nP P    (2.49) 

where *
nP  stands for excited state of the donor with n number of adjacent acceptor 

molecules, while nP  stands for ground state donor molecules. k0 is the total decay 

constant of donor in excited state in absence of the acceptor molecules. kq is the rate 

constant for energy transfer for one donor molecule. In this model, it is assumed that the 

distribution of the number of acceptor molecules in proximity with one donor follows a 

Poisson distribution [15], namely: 

np(n)=(m /n!)exp(-m)   (2.50) 

where m is the mean number of acceptor molecules in close proximity to one donor 

molecule and  

-+m=k [A]/k     (2.51) 

where k+ is the rate constant for attachment of a acceptor to a donor molecule, while k- is 

the rate constant for detachment of a acceptor from the donor. [A] stands for the 

concentration of acceptor molecules in the aqueous phase. Based upon the above model, 

the equation for the total concentration P*(t) of excited state donor at time t is given by 

[15]: 

2
q+ +* * 0

- q0 2
- q - - q

k k [A] k k [A]
P (t)=P (0)exp[-(k + )t- {1-exp[-(k +k )t]}]

k +k k (k +k )
  (2.52) 

If ‘k-’ is much smaller than kq, equation (2.52) reduces to: 

* *
q0P (t)=P (0)exp{-k t-m[1-exp(-k t)]}   (2.53) 

In one of our study, we have used the Tachiya kinetic model where H258-DNA and MoS2 

nanocrystals have been used as donor and acceptor respectively. In our system, along 

with the acceptor MoS2 NCs, there exist some unidentified traps that further cause 

quenching of the lifetime of excited probe, are also taken into account. If the distribution 

of the number of unidentified traps around the donor H258 follows a Poisson distribution 

with the average number (mt), the decay curves of the excited state of H258 in the DNA 

in absence and presence of MoS2 NCs are described by [16]: 

* *
t qt0

P (t,0)=P (0)exp{-k t-m [1-exp(-k t)]}  (2.54) 

& * *
qt qt0

P (t,m)=P (0)exp{-k t-m [1-exp(-k t)]-m[1-exp(-k t)]}  (2.55) 
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where the quenching rate constant (kqt) by unidentified traps may be different from that 

(kq) by acceptor (MoS2@DNA). We have determined the values of the parameters mt, kqt, 

k0, m, and kq by fitting equation (2.54) and (2.55) to the decay curves in the absence and 

presence of acceptor. 

 

2.1.7. Distance Distribution in Donor-Acceptor Systems: Distance distribution 

between donor and acceptor can be estimated according to the procedure described in the 

literature [1]. The fitting of the observed fluorescence transients of the donor molecules 

in absence of acceptor is implemented by using a nonlinear least-squares fitting procedure 

(software SCIENTIST) to the following function,  

t

D
0

I (t) E(t )P(t t)dt       (2.56) 

which comprises the convolution of the instrument response function (IRF) ((E(t)) with 

exponential ( Di Di
i

P(t) exp( t / )    ). The convolution of the distance distribution 

function P(r) in the fluorescence transients of donor in presence of acceptor in the system 

under studies is estimated using the same software (SCIENTIST) in the following way. 

The intensity decay of donor-acceptor pair, spaced at a distance ‘r’, is given by,  
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and the intensuity decay of the sample considering P(r) is given by,  

DA DA

r=0

I (t)= P(r)I (r,t)dr


    (2.58) 

Where P(r) consist of the folowing terms: 

2
1 1 r-r

P(r)= exp -
2 σσ 2π

  
  

   

   (2.59) 

In this equation r  is the mean of the Gaussian with a standard deviation of σ. Usually 

distance distributions are described by the full width at half maxima. This half width is 

given by hw= 2.354σ. 
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2.2. Systems: 

2.2.1. Molecular Probes: 

In this section we will discuss about the different probe molecules that have been 

used in the course of study. 

2.2.1.1. 2,5-Cyclohexadiene-1,4-Dione (p-Benzoquinone, BQ): BQ (Figure 2.5A) is a 

well-known probe for electron accepting and shuttling for any electron rich 

material/compound, which readily accepts electron and adapted to be resonance species 

hydroquinone [17]. Large doses could induce local irritation, clonic convulsions, 

decreased blood pressure and death due to paralysis of the medullary centres. 

2.2.1.2. Crystal Violet (CV): CV has a positively charged ammonium ion and three 

aromatic rings (Figure 2.5G), used as a staining material. It can bind to the negatively 

charged phosphate backbone of DNA, negatively charged amino acids of proteins. It is 

highly soluble in water and other polar solvents. Its concentration is determined using 

extinction coefficient,  M-1cm-1 at nm [18]. 

2.2.1.3. Ala-Ala-Phe-7-Amido-4-Methylcoumarin (AAF-AMC): Ala-Ala-Phe-7-

amido-4-methylcoumarin (AAF-AMC) is a fluorescent aromatic tripeptide substrate 

(Figure 2.5) suitable for cleavage by serine protease. Its concentration is determined 

using extinction coefficient, = 16 mM-1cm-1 at 325 nm. The rate of catalytic activity is 

determined by monitoring absorbance of cleaved product (7-amido-4-methylcoumarin) 

having = 7.6 mM-1cm-1 at 370 nm in aqueous buffer solution [19]. 

2.2.1.4. N-CBZ-Gly-Gly-Leu p-Nitroanilide (CBZ-GGL-pNA): Catalytic activity 

measurements of SC has been made using the chromogenic synthetic substrates CBZ-

GGL-pNA (Figure 2.5B) as per the conventional procedure. Its concentration in buffer 

pH = 7.0, is determined using extinction coefficient, = 14 mM-1cm-1 at 315 nm. The rate 

of catalytic activity is determined by monitoring absorbance of cleaved product having 

= 8.8 mM-1cm-1 at 410 nm in aqueous buffer solution [20]. 

2.2.1.5. 2’-(4-Hydroxyphenyl)-5-[5-(4-Methylpiperazine-1-yl)-Benzimidazo-2-yl-

Benzimidazole, Hoechst 33258 (H258): The commercially available probe H258 

(Figure 2.5E) is widely used as fluorescent cytological stain of DNA. Since it has affinity 

for the double stranded DNA, H258 can affect transcription/translation, and block 

topomerase/helicase activities. The dye is also used as a potential antihelminthic drug. X- 
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Figure 2.5. Molecular structures of the probes: Benzoquinone, AAF-AMC, CBZ-GGL-pNA, 
DCM, Hoechst 33258, Kynurenine, and Crystal violet.  
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ray crystallographic and NMR studies of the dye bound to a dodecamer DNA shows that 

the dye is bound to A-T rich sequence of the DNA minor groove. The binding constant of 

the dye [21] to double stranded DNA at low [dye]:[DNA] ratio is found to be 5 x 105 

M-1. The solvochromic properties of the dye  can be used to report the hydration 

dynamics [22] as well as the dynamics of restricted systems [23]. 

2.2.1.6. Kynurenine (KN): It is one of the tryptophan metabolites (Figure 2.5F) and 

omnipresent in the lens of human eyes in order to protect retina from possible UV (300-

400 nm) radiation damage [24]. KN is a central compound of tryptophan metabolism 

pathway since it can change to the neuroprotective agent kynurenic acid or to the 

neurotoxic agent quinolinic acid. It is a weak photosensitizer and redirect the absorbed 

light energy into benign channels. They are characterized by a low fluorescence quantum 

yield and short lifetime values [24]. In one of our study, we have reported an electron-

transfer reaction in protein cavity which causes the tryptophan residue to undergo 

chemical modification to form KN [20]. 

2.2.1.7. 4-(Dicyanomethylene)-2-Methyl-6-(p-Dimethylamino-Styryl) 4H-Pyran 

(DCM): The laser dye DCM (Figure 2.5D), is completely insoluble in water, and has 

selective binding affinity to the micellar surface [25] . The dye is completely hydrophobic 

(nonpolar) in the ground state. However, UV excitation increases dipole moment of the 

probe making it polar and hence increases its hydrophilicity in the excited state. Thus the 

excited DCM diffuses from the micellar surface (relatively nonpolar) towards polar bulk 

water phase revealing a fluorescence emission signature (temporal line width) of the 

excursion through multiple environments in the excited state [26]. 

 

2.2.2. Proteins: 

Four types of model proteins; Human Serum Albumin (HSA), Bovine Serum 

Albumin (BSA), Chymotrypsin (CHT) and Subtilisin Carlsberg (SC) have been used in 

our studies. 

2.2.2.1. Human Serum Albumin (HSA): Serum albumins are multi-domain proteins 

forming the major soluble protein constituent (60% of the blood serum) of the circulatory 

system [27]. Human Serum Albumin (HSA) (molecular weight 66,479 Da) is a heart-

shaped tridomain protein (Figure 2.6) with each domain comprising of two identical 

subdomains A and B with each domain depicting specific structural and functional 
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characteristics [28]. HSA having 585 amino acid residues assumes solid equilateral 

triangular shape with sides ~80 Å and depth ~30 Å [29]. Its amino acid sequence 

comprises of 17 disulfide bridges distributed over all domains, one free thiol (Cys34) in 

domain-I and a tryptophan residue (Trp214) in domain-IIA. About 67% of HSA is -

helical while the rest of the structure being turns and extended polypeptides [29]. Each 

domain contains 10 principle helices (h1-h10). Subdomains A and B share a common 

motif that includes h1, h2, h3 and h4 for subdomain-A, and h7, h8, h9, h10 for 

subdomain-B. The non-existence of disulfide linkage connecting h1 and h3 in subdomain-

IA is an exception. HSA is engaged with various physiological functions involving 

maintenance of osmotic blood pressure, transportation of a wide variety of ligands in and 

out of the physiological system. The protein binds various kinds of ligands [30] 

including photosensitizing drugs [31]. The principal binding regions are located in 

subdomains IIA and IIIA of which IIIA binding cavity is the most active one [29] and 

binds digitoxin, ibuprofen and tryptophan. Warfarin, however, occupies a single site in 

domain-IIA. It is known that HSA undergoes reversible conformational transformation 

with change in pH of the protein solution [32, 33], which is very essential for picking up 

and releasing the drugs at sites of differing pH inside the physiological system. At normal  

 

 

Figure 2.6. Schematic structure of Human Serum Albumin (HSA). 

 

pH (pH = 7), HSA assumes the normal form (N) which abruptly changes to fast 

migrating form (F) at pH values less than 4.3, as this form moves “fast” upon gel 

electrophoresis [27]. Upon further reduction in pH to less than 2.7 the F-form changes 



 40 

to the fully extended form (E). On the basic side of the normal pH (above pH = 8), the N-

form changes to basic form (B) and above pH = 10, the structure changes to the aged 

form (A). Serum albumin undergoes an ageing process when stored at low ionic strength 

and alkaline pH. The ageing process is catalyzed by the free sulfhydryl group and 

involves sulfhydryl-disulfide interchange that results in the conservation of the 

sulfhydryl at its original position. 

2.2.2.2. Bovine Serum Albumin (BSA): BSA is the most abundant globular protein 

(~66,000 Da) in blood plasma and it serves as a vehicle for intracellular transportation 

[34]. It is the most studied protein, whose structure and property are not well-

recognized as the crystal structure of BSA is still unknown. BSA is composed of 583 

amino acid residues of which 35 are cysteine and 5 are methionine. The properties of BSA 

is almost similar to HSA, however differs from number of tryptophan residues. HSA 

contains single tryptophan residue, whereas BSA has two. It has long been used as a 

capping agent for making nanoparticles due to its strong affinity towards inorganic salts 

[35]. For example, it has been demonstrated that BSA can be used as the model protein 

for the synthesis and stabilization of Au nanoparticles [35, 36], Cu nanoclusters [37], 

Ag nanoclusters [38] and many others. Moreover, it is a low cost, commercially available 

protein, since large quantities of it can be readily purified from bovine blood, a byproduct 

of the cattle industry. 

2.2.2.3. -Chymotrypsin (CHT): -Chymotrypsin (CHT) (Figure 2.7) isolated from 

bovine pancreas is a member of the family serine endopeptidase (molecular weight of 

25,191 Da) [39] catalyzing the hydrolysis of proteins in the small intestine. The three 

dimensional structure of CHT was solved by David Blow [40]. The molecule is a three 

dimensional ellipsoid of dimensions 51 x 40 x 40 Å and comprises of 245 amino acid 

residues. CHT contains several antiparallel -pleated sheet regions and little -helix. All 

charged groups are on the surface of the molecule except the catalytic triad of His57, 

Asp102 and Ser195 which are essential for catalysis. The Ser195 residue is H-bonded to 

His57 residue, which in turn is H-bonded to -carboxyl group of Asp102. An oxyanion  
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Figure 2.7. Schematic structure of -Chymotrypsin (CHT). 

 

hole is formed by amide nitrogens of Gly193 and Ser195. It is selective for hydrolyzing 

peptide bonds on the carboxyl side of the aromatic side chains of tyrosine, tryptophan, 

and phenylalanine and of large hydrophobic residues such as methionine. It also catalyzes 

the hydrolysis of ester bonds [41]. CHT enhances the rate of peptide hydrolysis by a 

factor of 109. The reaction has two distinct phases–acylation and deacylation of the 

enzyme. Upon binding of the substrate, the hydroxyl group of the Ser195 attacks the 

carbonyl group of peptide bond, to generate a tetrahedral intermediate. In this transient 

structure, the oxygen atom of the substrate now occupies the oxyanion hole. The acyl-

enzyme intermediate now forms, assisted by proton donation of His57. The N-terminal 

portion is now released and replaced by water. The acyl-enzyme intermediate 

subsequently undergoes hydrolysis and the enzyme is regenerated.  

2.2.2.4. Subtilisin Carlsberg (SC): Subtilisin Carlsberg (SC) [EC: 3.4.21.62] extracted 

from Bacillus licheniformis having molecular weight of 27,600 Da [42] is another member 

of serine protease (Figure 2.8). It is also known as Subtilisin A, Subtilopeptidase A and 

Alcalase Novo and was discovered by Linderstrom-Lang and Ottensen [43] while they 

were studying the conversion of ovalbumin to plakalbumin. It contains a single 

polypeptide chain of 274 amino acid residues with two Ca2+ ion binding sites [44-46]. SC 

has 34 % -helix content [47]. It was observed that 119 water molecules are bound to 

SC in aqueous solution [48]. 
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Figure 2.8. Schematic structure of Subtilisin Carlsberg (SC). 

 

The amino acid sequence contains a single tryptophan (Trp113) and 13 tyrosine 

(Tyr) [42] with no cysteine residues. In this enzyme, Tyr fluorescence overwhelms the 

fluorescence of Trp which is not the case in other proteins due to energy transfer from 

Tyr to Trp residue. The catalytic triad of SC comprises of Asp32, His64 and Ser221 

residues [49] and it catalyzes the hydrolysis of peptides and esters by the same acyl-

enzyme mechanism as for CHT. It is important to note that subtilisin differs from the 

pancreatic enzymes by having a shallow binding groove on the surface, rather than the 

deep binding pocket of the pancreatic enzymes, to which it is related by convergent 

evolution [50]. Subtilisins are of considerable interest not only scientifically but also 

industrially, for they are used in such diverse applications as meat tenderizers, laundry 

detergents, and proteolytic medicines [51, 52]. Furthermore, their catalytic efficiency 

and specificity in organic media would enhance practical uses related to synthetic 

applications [53-56]. Subtilisins are covalently inactivated by standard serine protease 

inhibitors such as PMSF and DFP, and also by peptidyl-halomethanes [57, 58] and 

peptidyl-boronic acids [59]. 

2.2.3. Deoxyribonucleic Acid (DNA): Nucleic acids form the central molecules in 

transmission, expression and conservation of genetic information. DNA serves as carrier 

of genetic information [60, 61].  
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Figure 2.9. Schematic representation of minor groove binding and intercalation of H33258. The 
DNA structures are downloaded from the nucleic acid data bank and handled with the WEBLAB 
VIEWERLITE program. 

 

The classic example of how biological function follows from biomolecular 

structure comes from the elucidation of double helical structure of DNA by Watson and 

Crick [62]. DNAs are polynucleotides with each nucleotide comprising of deoxyribose 

sugar, purine and pyrimidine bases and phosphate groups. The main bases whose 

intermolecular hydrogen bonding holds the DNA strands together are adenine, guanine, 

thymine and cytosine. There are generally three forms of DNA: the A, B and Z-form. 

Native DNA, however, exists in B-form. Native DNA is about a metre long and 

comprises of hundreds of base pairs. The distance between two base pairs in B-DNA is 

3.4 Å [39]. In about 4 M NaCl, B-form is converted into Z-form. DNA structures consist 

of major and minor grooves and intercalation spaces through which DNA interacts with 

ligands. There are two modes of interaction of DNA with ligands: (i) intercalation, where 

the planar polycyclic heteroaromatic ligands occupy the space in between the base pairs of 

DNA and interact through  interaction [63, 64], and (ii) groove binding where the 

ligands bind in the major and minor grooves of DNA (Figure 2.9) [65]. The water 

molecules at the surface of DNA are critical to the structure and to the recognition by 

other molecules, proteins and drugs. In our studies, genomic DNA from salmon sperm 

have been used. X-ray crystallographic studies have been reported which have confirmed 

the minor grove binding of Hoechst 33258 to DNA (Figure 2.9) [66]. The molecular 

weight of the salmon sperm DNA in the literature is reported to be 9.2104 Da [67]. 
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Chapter 3 
 

Instrumentation and Sample Preparation 

 
In this chapter we will describe the details of instrumental setup and sample preparation 

techniques used in our studies. 

3.1. Instrumental Setup:  

3.1.1. Steady-State Absorption and Fluorescence Spectroscopy: Steady-state UV-vis 

absorption and emission spectra of the probe molecules were measured with Shimadzu 

UV-2450 spectrophotometer and Jobin Yvon Fluoromax-3 fluorimeter, respectively. 

Schematic ray diagrams of these two instruments are shown in Figures 3.1 and 3.2. 

 

 Figure 3.1. Schematic ray diagram of an absorption spectrophotometer. Tungsten halogen (W1) 
and Deuterium lamps (D2) are used as light sources in the visible and UV regions, respectively. 
M, G, L, S, PMT designate mirror, grating, lens, shutter and photomultiplier tube, respectively. 
CPU, A/D converter and HV/Amp indicate central processing unit, analog to digital converter 
and High-voltage/Amplifier circuit, respectively. 
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Figure 3.2. Schematic ray diagram of an emission spectrofluorimeter. M, G, L, S, PMT and PD 
represent mirror, grating, lens, shutter, photomultiplier tube and reference photodiode, 
respectively. 

 

3.1.2. Circular Dichroism (CD) Spectroscopy: Circular Dichroism (CD) is a form of 

spectroscopy based on the differential absorption of left and right-handed circularly 

polarized light. It can be used to determine the structure of macromolecules (including 

the secondary structure of proteins and the handedness of DNA). The CD measurements 

were done in a JASCO spectropolarimeter with a temperature controller attachment 

(Peltier) (Figure 3.3). The CD spectra were acquired using a quartz cell of 1 cm path 

length. For proteins, the typical concentration used for CD measurements were within 10 

M while that for DNA were about 20 M. The secondary structural data of the CD 

spectra were analyzed using CDNN deconvolution program.  
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The working principle of CD measurement is as follows: when a plane polarized 

light passes through an optically active substance, not only do the left (L) and right (R) 

circularly polarized light rays travel at different speeds, cL≠cR, but these two rays are 

absorbed to a different extent, i.e. AL≠AR. The difference in the absorbance of the left and 

right circularly polarized light, i.e., A = AL–AR, is defined as Circular Dichroism (CD). 

CD spectroscopy follows Beer-Lambert law. If I0 is the intensity of light incident on the 

cell, and I, that of emergent light, then absorbance is given by,  

cl
I

I
logA 0

10 

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    (3.1) 

i.e., A is proportional to concentration (c) of optically active substance and optical path 

length (l). If ‘c’ is in moles/litre and ‘l’ is in cm, then ε is called the molar absorptivity or 

molar extinction coefficient. In an optically active medium, two absorbances, AL and AR 

are considered, where  L010L IIlogA   and  R010R IIlogA  . At the time of incidence 

on the sample, intensity of left and right circularly polarized light are same, i.e. I0=IL=IR. 

Any dicrograph passes periodically changing light through the medium, oscillating 

between left and right circular polarization, and the difference in absorbances are 
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or    clA      (3.3) 

As seen from equation 3.2, I0 does not appear in this final equation, so there is no need for 

a reference beam. The instruments are, therefore, of single beam type. Most of the CD 

spectropolarimeters, although they measure differential absorption, produce a CD 

spectrum in units of ellipticity () expressed in millidegrees versus , rather than A 

versus . The relation between ellipticity and CD is given by, 

 



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4

AA180303.2 RL  degrees  (3.4) 

To compare the results from different samples, optical activity is computed on a molar or 

residue basis. Molar ellipticity, [] is defined as, 

     
cl


     (3.5) 
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where ‘’ is in degrees, ‘c’ is in moles per litre and ‘l’ is in cm. The unit of molar ellipticity 

is deg M-1 cm-1. 

 

 

 

Figure 3.3. Schematic ray diagram of a circular dichroism (CD) spectropolarimeter. M1, M2, P1, 
S, PMT, CDM, O-ray and E-ray represent concave mirror, plain mirror, reflecting prism, shutter, 
photomultiplier tube, CD-modulator, ordinary ray and extraordinary ray, respectively. 

 

3.1.3. Time Correlated Single Photon Counting (TCSPC): All the picosecond-

resolved fluorescence transients were recorded using time correlated single photon 

counting (TCSPC) technique. The schematic block diagram of a TCSPC system is shown 

in Figure 3.4. TCSPC setup from Edinburgh instruments, U.K. was used during 

fluorescence decay acquisitions. The instrument response functions (IRFs) of the laser 

sources at different excitation wavelengths have been mentioned in our original published 

articles [1, 2]. The fluorescence from the sample was detected by a photomultiplier after 

dispersion through a grating monochromator. For all transients, the polarizer in the 

emission side was adjusted to be at 54.7° (magic angle) with respect to the polarization 

axis of excitation beam. In order to measure fluorescence anisotropy decay, the 



 54 

fluorescence decays were taken with emission polarizer aligned in parallel and 

perpendicular directions with respect to vertical polarization of excitation light. 

 

 

Figure 3.4. Schematic ray diagram of a time correlated single photon counting (TCSPC) 
spectrophotometer. A signal from microchannel plate photomultiplier tube (MCP-PMT) is 
amplified (Amp) and connected to start channel of time to amplitude converter (TAC) via 
constant fraction discriminator (CFD) and delay. The stop channel of the TAC is connected to the 
laser driver via a delay line. L, M, G and HV represent lens, mirror, grating and high voltage 
source, respectively. 

 

3.1.4. Dynamic Light Scattering (DLS): Dynamic light scattering (DLS), also known 

as Photon Correlation Spectroscopy (PCS) or Quasi-Elastic Light Scattering (QELS), is 

one of the most popular techniques used to determine the hydrodynamic size of the 

particle. DLS measurements were performed on a Nano S Malvern instruments, U.K. 
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employing a 4 mW He-Ne laser (λ= 632.8 nm) and equipped with a thermostatted sample 

chamber. The instrument allows DLS measurements in which all the scattered photons 

are collected at 173˚ scattering angle (Figure 3.5). The instrument measures the time-

dependent fluctuation in intensity of light scattered from the particles in solution at a 

fixed scattering angle. 

It has been seen that particles in dispersion are in a constant, random Brownian 

motion and that this causes the intensity of scattered light to fluctuate as a function of 

time. The correlator used in a DLS instrument constructs the intensity autocorrelation 

function G(τ) of the scattered intensity, 

     τtItIτG      (3.6) 

where τ is the time difference (the sample time) of the correlator. For a large number of 

monodisperse particles in Brownian motion, the correlation function (given the symbol 

G) is an exponential decaying function of the correlator time delay τ, 

       Γτ2-Bexp1AτG     (3.7) 

where A is the baseline of the correlation function, B is the intercept of the correlation 

function. Γ is the first cumulant and is related to the translational diffusion coefficient as, 

Γ= Dq2, where q is the scattering vector and its magnitude is defined as, 
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where n is the refractive index of dispersant, λ0 is the wavelength of the laser and θ, the 

scattering angle. For polydisperse samples, the equation can be written as, 

       




 

2
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where the correlation function g(1)(τ) is no longer a single exponential decay and can be 

written as the Laplace transform of a continuous distribution G() of decay times, 

      dΓτexpGτg
0

1  


   (3.10) 

The scattering intensity data in DLS are processed using the instrumental software to 

obtain the hydrodynamic diameter (dH) and the size distribution of the scatterer in each 

sample. In a typical size distribution graph from the DLS measurement, X-axis shows a 

distribution of size classes in nm, while the Y-axis shows the relative intensity of the 
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scattered light. The diffusion coefficient (D) can be calculated using the hydrodynamic 

diameter (dH) of the particle by using the Stoke-Einstein relation, 

    
H

B

d3

Tk
D


     (3.11) 

where kB, T, dH, η are Boltzmann constant, temperature in Kelvin, hydrodynamic 

diameter and viscosity, respectively. 

The ray diagram of the DLS setup is shown in Figure 3.5. 

 

Figure 3.5. Schematic ray diagram of dynamic light scattering (DLS) instrument. The avalanche 
photo diode (APD) is connected to preamplifier/amplifier assembly and finally to correlator. It 
has to be noted that lens and translational assembly, laser power monitor, size attenuator, laser 
are controlled by the computer. 
 

3.1.5. X-Ray Diffractometer (XRD): It is a popular and powerful technique for 

determining crystal structure of crystalline materials. By examining the diffraction 

pattern, one can identify the crystalline phase of the material. Small angle scattering is 

useful for evaluating the average inter particle distance while wide-angle diffraction is 

useful for refining the atomic structure of nanoclusters. The widths of the diffraction lines 

are closely related to strain and defect size and distribution in nanocrystals. As the size of 



 57 

the nanocrystals decrease, the line width is broadened due to loss of long-range order 

relative to the bulk. 

 

 

 

Figure 3.6. Schematic diagram of X-ray diffraction (XRD) instrument. By varying the angle θ, 

the Bragg's Law conditions, nλ = 2dsinθ are satisfied by different d-spacings in polycrystalline 
materials. Plotting the angular positions and intensities of the resultant diffracted peaks of 
radiation produces a pattern, which is characteristic of the sample. 
 

This XRD line width can be used to estimate the size of the particle by using the Debye-

Scherrer formula, 





cos

9.0
D     (3.12) 

where D is the nanocrystal diameter, λ is the wavelength of light,   is the full width 

half-maximum (fwhm) of the peak in radians, and θ is the Bragg angle. XRD 

measurements were performed on a PANalytical XPERT-PRO diffractometer (Figure 

3.6) equipped with Cu Kα radiation (λ = 1.5418 Å at 40 mA, 40 kV). XRD patterns were 

obtained by employing a scanning rate of 0.02° s-1 in the 2θ range from 20° to 80°. 

 

3.1.6. Fourier Transform Infrared (FTIR) Spectroscopy: It is a technique that can 

provide very useful information about functional groups in a sample. An infrared 

spectrum represents the fingerprint of a sample with absorption peaks which correspond 

to the frequencies of vibrations between the bonds of the atoms making up the material.  
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Figure 3.7. Schematic of Fourier transform infrared (FTIR) spectrometer. It is basically a 
Michelson interferometer in which one of the two fully-reflecting mirrors is movable, allowing a 
variable delay (in the travel-time of the light) to be included in one of the beams. M, FM and BS1 
represent the mirror, focusing mirror and beam splitter, respectively. M5 is a moving mirror. 

 

Because each different material is a unique combination of atoms, no two compounds 

produce the exact same infrared spectrum. 

Therefore, infrared spectroscopy can result in a positive identification (qualitative 

analysis) of every different kind of material. In addition, the size of the peaks in the 

spectrum is a direct indication of the amount of material present. The two-beam 

Michelson interferometer is the heart of FTIR spectrometer. It consists of a fixed mirror 

(M4), a moving mirror (M5) and a beamsplitter (BS1), as illustrated in Figure 3.7. The 

beamsplitter is a laminate material that reflects and transmits light equally. The 

collimated IR beam from the source is partially transmitted to the moving mirror and 

partially reflected to the fixed mirror by the beamsplitter. The two IR beams are then 

reflected back to the beamsplitter by the mirrors. The detector then sees the transmitted 

beam from the fixed mirror and reflected beam from the moving mirror simultaneously. 

The two combined beams interfere constructively or destructively depending on the 

wavelength of the light (or frequency in wavenumbers) and the optical path difference 
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introduced by the moving mirror. The resulting signal is called an interferogram which 

has the unique property that every data point (a function of the moving mirror position) 

which makes up the signal has information about every infrared frequency which comes 

from the source. Because the analyst requires a frequency spectrum (a plot of the 

intensity at each individual frequency) in order to make identification, the measured 

interferogram signal cannot be interpreted directly. A means of “decoding” the individual 

frequencies is required. This can be accomplished via a well-known mathematical 

technique called the Fourier transformation. This transformation is performed by the 

computer which then presents the user with the desired spectral information for analysis. 

FTIR measurements were performed on a JASCO FTIR-6300 spectrometer 

(transmission mode). For the FTIR measurements, powdered samples were mixed with 

KBr powder and pelletized. The background correction was made using a reference blank 

of KBr pellet. 

 

3.1.7. Matrix-Assisted Laser Desorption Ionization-Time of Flight (MALDI-TOF) 

Mass Spectrometry: It is an analytical technique used for measuring the molecular mass 

of biomolecules (such as proteins, peptides, oligosaccharides and oligonucleotides) on the 

basis of the mass (m)-to-charge (z) ratio (m/z) of charged particles, which tend to be 

fragile and fragment when ionized by more conventional ionization methods. In MALDI-

TOF mass spectrometry (Figure 3.8), the sample molecules are bombarded with a laser 

light to bring about sample ionization. The sample is pre-mixed with a highly absorbing 

matrix compound for the most consistent and reliable results and a low concentration of 

sample to matrix work best. The matrix transforms the laser energy into excitation 

energy for the sample, which leads to sputtering of analyte and matrix ions from the 

surface of the mixture. In this way energy transfer is efficient and also the analyte 

molecules are spared from excessive direct energy that may otherwise cause 

decomposition. 

The ionized molecules are accelerated in an electric field and enter into a chamber 

under vacuum that contains no electric fields (analyzer). The time-of-flight analyzer 

separates ions according to their mass (m/z) ratios by measuring the time it takes for ions 

to travel through a field-free region. A detector is positioned at the end of the analyzer to 

measure the arrival time of ions. Ions of lesser m/z arrive first, followed by ions of 
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greater m/z. A plot of intensity or abundance versus time is made to show the arrival 

time distribution of the ions detected. The plot of intensity versus time is calibrated and 

replotted as intensity versus m/z. The method is used for detection and characterization 

of biomolecules with molecular masses between 400 and 350,000 Da. It is a very sensitive 

method, which allows the detection of low (10-15 to 10-18 mole) quantities of sample with 

an accuracy of 0.1–0.01%. MALDI MS studies were conducted using a Voyager-DE PRO 

Biospectrometry workstation from Applied Biosystems. A pulsed nitrogen laser of 337 

nm was used for the MALDI MS studies. Mass spectra were collected in positive-ion 

mode and were averaged for 100 shots. Sinapinic acid was used as the matrix for MALDI-

TOF MS. 

 

 

Figure 3.8. Schematic diagram of matrix-assisted laser desorption/ionization-time of flight mass 
spectrometry (MALDI-TOF) spectrometer. MALDI is a soft ionisation method and so results 
predominantly in the generation of singly charged molecular-related ions regardless of the 
molecular mass, hence the spectra are relatively easy to interpret. Fragmentation of the sample 
ions does not usually occur. 

 

3.1.8. Transmission Electron Microscopy (HRTEM): An FEI TecnaiTF-20 field-

emission high-resolution transmission electron microscope (HRTEM) (Figure 3.9) 
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equipped with an Energy Dispersive X-ray (EDAX) spectrometer was used to 

characterize the microscopic structures of samples and to analyze their elemental 

composition. The size of the nanoparticles was determined from the TEM images 

obtained at 200 kV. Samples for TEM were prepared by placing a drop of the colloidal 

solution on a carbon-coated copper grid and allowing the film to evaporate overnight at 

room temperature. 

 

Figure 3.9. Schematic diagram of a typical transmission electron microscope (TEM). After the 
transmission of electron beam through a specimen, the magnified image is formed either in the 
fluorescent screen or can be detected by a CCD camera. 
 

3.1.9. Scanning Electron Microscopy (SEM): Surface characteristics of Porous silicon 

samples were done by scanning electron microscope FE-SEM; JEOL. Ltd., JSM-6500F. A 

electron-gun is attached to SEM and the electrons from filament triggered by 0 KV to 30 

KV voltages. These electrons go first through a condenser lens and then through a 

objective lens, then through a aperture and finally reach to the specimen. The high 

energy electrons go a bit in the sample and back again give secondary electrons. The 
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signal from secondary electrons are detected by detector and amplified. The ray diagram 

of the SEM setup is shown in Figure 3.10. 

 

 

Figure 3.10. Schematic diagram of typical scanning electron microscope (SEM). 

 

3.1.10. X-Ray Photoelectron Spectroscopy (XPS): XPS works on the principle of 

photoelectric effect discovered by Heinrich Hertz in 1887. When radiation of appropriate 

energy incident, electrons are emitted from the surface of the metal. The relation between 

the energy of the excitation radiation, work function of the metal and the maximum 

kinetic energy of the emitted electron as proposed by Einstein in 1905 is: 

    maxh KE      (3.13) 

‘Φ’ is the work function of the metal, ‘hυ’ is the energy of the radiation, ‘KEmax’ is the 

maximum kinetic energy of the emitted electron. For analysing the core electronic 

structure (0 – 1300 eV) of elements, radiation of high energy were used like X-rays, hence 

the corresponding spectroscopy is termed X-ray Photoelectron Spectroscopy (XPS) 

(Figure 3.11). 
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Figure 3.11. Schematic diagram of a typical X-ray photoelectron spectroscopy (XPS). 

 

Surface analysis by XPS is accomplished by irradiating a sample with 

monoenergetic soft X-rays and analysing the energy of the detected electrons. Mg Kα 

(1253.6 eV), Al Kα (1486.6 eV), or monochromatic Al Kα (1486.7 eV) X-rays are usually 

used. These photons have limited penetrating power in a solid of the order of 1 – 10 µm. 

They interact with atoms in the surface region, causing electrons to be emitted by the 

photoelectric effect. The emitted electrons have measured kinetic energies given by: 

    
S

KE h BE       (3.14) 

where ‘hυ’ is the energy of the photon, ‘BE’ is the binding energy of the atomic orbital 

from which electron originates, ‘ΦS’ is the work function of the spectrometer. The 

binding energy may be regarded as the energy difference between the initial and final 

states after the photoelectron has left the atom. Because there is a variety of possible final 

states of the ions from each type of atom, there is a corresponding variety of kinetic 

energies of the emitted electrons. Moreover there is a different probability or cross 

section for each final state.  

Because each element has unique set of binding energies, XPS can be used to 

identify and determine the concentration of the elements in the surface. Variation in the 

elemental binding energies (the chemical shifts) arise from differences in the chemical 

potential and polarizability of compounds. These chemical shifts can be used to identify 

the chemical state of the material being analysed. In our studies, XPS were performed on 
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a Omicron ESCA probe spectrometer with polychromatic Mg Kα X-rays (hν = 1253.6 

eV). 

3.1.11. Femtosecond Time-Resolved Fluorescence Up-Conversion: The 

femtosecond-resolved fluorescence spectroscopy was carried out using a femtosecond 

upconversion setup (FOG 100, CDP, Figure 3.12) in which the sample was excited at 364 

nm, using the second harmonic of a mode-locked Ti-sapphire laser with 80 MHz 

repetition rate (Tsunami, Spectra Physics), pumped by 10 W Millennia (Spectra Physics). 

The fundamental beam was passed through a periscopic arrangement (P) (Figure 3.12) 

before getting frequency doubled in a nonlinear crystal, NC1 (1 mm BBO,  = 25°,  = 

90°). This beam was then sent into a rotating circular cell of 1 mm thickness containing 

the sample via a dichroic mirror (DM), a polarizer and a mirror (M4). The resulting 

fluorescence emission was collected, refocused with a pair of lenses (L4 and L5) and 

 

 

 

Figure 3.12. Schematic of the femtosecond fluorescence up-conversion experimental setup. BBO 
crystal (NC1) is used for second harmonic generation, which provides a pump beam in the UV 
region. Another BBO crystal (NC2) generates the up-conversion signal of pump and probe beams. 
L and M indicate lenses and mirrors, respectively. M1-M2 and M3, M4, M5, M7 are IR mirrors 
whereas M6 is a UV mirror. DM is dichroic mirror, and P is periscope. 
 

mixed with the fundamental beam (728 nm) coming through a delay line to yield an 

upconverted photon signal in a nonlinear crystal, NC2 (0.5 mm BBO, = 10°, = 90°). 
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The upconverted light was dispersed in a double monochromator and detected using 

photon counting electronics. A cross-correlation function obtained using the Raman 

scattering from water displayed a full width at half maximum (FWHM) of 165 fs. The 

femtosecond fluorescence decays were fitted using a Gaussian shape for the exciting 

pulse. 

 

3.1.12. Differential Scanning Calorimetry (DSC): It is a thermodynamical technique in 

which the difference in the amount of heat required to increase the temperature of a 

sample and reference is measured as a function of temperature. DSC is commonly used for 

the study of biochemical reactions, such as, single molecular transition of a molecule from 

one conformation to another [3]. Thermal transition temperatures (T; melting points) of 

the samples are also determined in solution, solid, or mixed phases such as suspensions 

[4]. In a basic DSC experiment, energy is introduced simultaneously into a sample cell 

(which contains a solution with the molecule of interest) and a reference cell (containing 

only the solvent). Temperatures of both cells are raised identically over time. The 

difference in the input energy required to match the temperature of the sample to that of 

the reference would be the amount of excess heat absorbed or released by the molecule in 

the sample (during an endothermic or exothermic process, respectively). The schematic of 

the DSC setup is shown in Figure 3.13. 

 

Figure 3.13. The schematic representation of differential scanning calorimetry (DSC) setup. 
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3.1.13. Refractive Indices Measurement: Refractive indices of the solutions were 

measured by using a Rudolph J357 automatic refractometer. The instruments measures 

the refractive indices using sodium D-line of wavelength 589.3 nm with accuracies 

±0.00004. The measurement of the refractive index of the sample is based on the 

determination of the critical angle of total reflection. A light source, usually a long-life 

LED, is focused onto a prism surface via a lens system. Due to the focusing of light to a 

spot at the prism surface, a wide range of different angles is covered. As the measured 

sample is in direct contact with the measuring prism. Depending on its refractive index, 

the incoming light below the critical angle of total reflection is partly transmitted into 

the sample, whereas for higher angles of incidence the light is totally reflected. This 

dependence of the reflected light intensity from the incident angle is measured with a 

high-resolution sensor array. From the video signal taken with the CCD sensor the 

refractive index of the sample can be calculated. 

 

 

Figure 3.14. Schematic representation of the refractometer. 

 

3.1.14. Thermogravimetric-Differential Thermal Analyzer (TG-DTA) Setup: The 

thermogravimetric (TG) analysis was carried out using Diamond thermogravimetric 

(TG)-differential thermal analyzer (DTA) from Perkin Elmer. The TG determines the 

weight change of a sample whereas the DTA measures the change in temperature 

between a sample and the reference as a function of temperature and/or time. The 
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schematic of the TG-DTA setup is shown in Figure 3.15. When a weight change occurs 

on the sample side, the beam holding the platinum pans is displaced. This movement is 

detected optically and the driving coil current is changed to return the displacement to 

zero. The detected driving coil current change is proportional to the sample weight 

change and the output is the TG signal. The DTA detects the temperature difference 

between the sample holder and the reference holder using the electromotive force of 

thermocouples, which are attached to the holders. This difference is measured as the 

DTA signal. 

 

Figure 3.15. The schematic representation of thermogravimetric-differential thermal analyzer 

(TG-DTA) setup. 

 

3.1.15. Laser Raman Spectroscopy: Raman spectroscopy is a useful technique for the 

identification of a wide range of substances: solids, liquids, and gases. It is a 

straightforward, non-destructive technique requiring no sample preparation. Raman 

spectroscopy involves illuminating a sample with monochromatic light and using a 

spectrometer to examine light scattered by the sample.  
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 At the molecular level photons can interact with matter by absorption or 

scattering processes. Scattering may occur either elastically, or inelastically. The elastic 

process is termed Rayleigh scattering, whilst the inelastic process is termed Raman 

scattering. The electric field component of the scattering photon perturbs the electron 

cloud of the molecule and may be regarded as exciting the system to a ‘virtual’ state. 

Raman scattering occurs when the system exchanges energy with the photon, and the 

system subsequently decays to vibrational energy levels above or below that of the initial 

state. The frequency shift corresponding to the energy difference between the incident 

and scattered photon is termed the Raman shift. Depending on whether the system has 

lost or gained vibrational energy, the Raman shift occurs either as an up or down-shift of 

the scattered photon frequency relative to that of the incident photon. The down-shifted 

and up-shifted components are called, respectively, the Stokes and anti-Stokes lines. A 

plot of detected number of photons versus Raman shift from the incident laser energy 

gives a Raman spectrum. Different materials have different vibrational modes, and 

therefore characteristic Raman spectra. This makes Raman spectroscopy a useful 

technique for material identification. There is one important distinction to make between  

 

 

Figure 3.16. Schematic diagram of a Raman spectrometer is shown. 

 

the Raman spectra of gases and liquids, and those taken from solids-in particular, 

crystals. For gases and liquids it is meaningful to speak of the vibrational energy levels of 

the individual molecules which make up the material. Crystals do not behave as if 
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composed of molecules with specific vibrational energy levels, instead the crystal lattice 

undergoes vibration. These macroscopic vibrational modes are called phonons. 

In modern Raman spectrometers (LabRAM HR, Jobin Yvon), lasers are used as a 

photon source due to their highly monochromatic nature, and high beam fluxes (Figure 

3.16). This is necessary as the Raman effect is weak, typically the Stokes lines are ~105 

times weaker than the Rayleigh scattered component. In the visible spectral range, 

Raman spectrometers use notch filters to cut out the signal from a very narrow range 

centred on the frequency corresponding to the laser radiation. Most Raman 

spectrometers for material characterization use a microscope to focus the laser beam to a 

small spot (<1−100 m diameter). Light from the sample passes back through the 

microscope optics into the spectrometer. Raman shifted radiation is detected with a 

charge-coupled device (CCD) detector, and a computer is used for data acquisition and 

curve fitting. These factors have helped Raman spectroscopy to become a very sensitive 

and accurate technique. 

 

3.2. Sample Preparation:  

In this section the different sample preparation methods have been discussed. All 

the aqueous solutions were prepared using deionized water from Millipore system. 

Human serum albumin (HSA), bovine serum albumin (BSA), subtilisin carlsberg (SC), -

chymotrypsin (CHT), L-kynurenine, CV, acetonitrile (ACN), Ala-Ala-Phe 7-amido-4-

methyl coumarin (AAF-AMC), N-CBZ-Gly-Gly-Leu p-nitroanilide (CBZGGL-pNA), 

phosphate buffer, 4-NPA, anhydrous Na2S 9H2O, Hg(NO3)2, HAuCl4, CuSO4 as well as 

all the nitrates and chlorides of various metal ions of highest commercially available 

grade were purchased from Sigma Chemicals. The electron-accepting BQ was obtained 

from Alfa-Aesar. Genomic DNA from Salmon testes was procured from Sigma chemicals. 

The proteins and DNA were of highest purity grade.  

 

3.2.1. Measurement of Enzymatic Activity of α-Chymotrypsin (CHT) and Subtilisin 

Carlsberg (SC): Catalytic activity measurements of CHT and SC were made using the 

chromogenic synthetic substrates AAFAMC and CBZ-GGL-pNA as per the conventional 

procedure [5]. Catalytic activity measurements of CHT and SC were made using the 

chromogenic synthetic substrates AAFAMC and CBZ-GGL-pNA as per the conventional 
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procedure. Concentrations of the substrates were determined using 325 = 16 mM-1 cm-1 

for AAF-AMC in buffer pH = 7.0, and 315 = 14 mM-1cm-1 for CBZ-GGL-pNA in water. 

The extinction coefficients of the products formed are 7.6 mM-1 cm-1 (for AMC at 370 

nm) and 8.8 mM-1 cm-1 (for pNA at 410 nm). For the enzymatic kinetics experiment, the 

enzyme concentration was maintained at 1 M while that of substrate was maintained at 

35 and 185 M for AMC and pNA respectively. The rate of formation of product was 

monitored using the change in absorbance of the product with time. 

 

3.2.2. Preparation of Genomic DNA Solutions: In order to reassociate the single 

strand DNA into self-complimentary double stranded DNA (ds DNA), thermal annealing 

was performed as per the methodology prescribed by the vendor. The aqueous solutions 

of ds DNA were then dialyzed exhaustively against Millipore water prior to further use. 

Aqueous sample solutions of genomic DNA were prepared in phosphate buffer (pH ~7). 

The procedure for making genomic DNA aqueous solution was similar to that of the 

references [6] and [7]. The nucleotide concentrations were determined by absorption 

spectroscopy using the average extinction coefficient per nucleotide of the DNA (6,600 

M-1cm-1 at 260 nm) [6]. 

 

3.2.3. Preparation of CV–HSA Complex: HSA was labelled with CV as follows [5]: 

about 1 mg of CV was dissolved in 2 mL of double-distilled water and from there 20 L 

of concentrate CV solution was injected to 2 mL of phosphate buffer containing 20 M 

modified HSA. In order to ensure better energy transfer, the mixture was allowed to stir 

for 1 h.  

 

3.2.4. Synthesis of Au@Protein Nanobioconjugates: The Au@protein 

nanobioconjugates were prepared by the following procedure [8]: 3 ml 20 µM protein 

solutions were prepared in 20 mM phosphate buffer solution. Then 60 µl 100 mM 

HAuCl4 solution was added so that protein-HAuCl4 ratio was maintained at 1:100. A 

detailed temperature dependent study was performed starting from 30oC for each mixture 

and it has been found that when the mixtures were heated at 76oC, 75oC and 60oC for 

HSA, BSA and SC respectively then the colours of the solutions were changed from light 
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yellow to reddish brown. Such colour transition is indicative of the formation of Au 

nanoparticles (NPs). 

 

3.2.5. Extraction of Protein Mixture from E. Coli: Protein Mixture from E. Coli was 

extracted by the following procedure [8]: single Colony of E. Coli was inoculated in 100 

ml Luria Broth (LB) and then incubated overnight at 37oC with shaking. The obtained 

cells from 100 ml culture were harvested by centrifugation (6,000 rpm) for 5 minute, 

washed twice with 0.1 M Tris-Cl (pH = 8.2) and re-centrifuged. The cells were then 

suspended in 2 ml lysis buffer and incubated for 20 minutes. Next, it was allowed to 

freeze thaw for 3 times giving 1 minute incubation at ice. Finally, the cell suspension was 

sonicated (80 amplitude. & 0.6 cps) for 10 minute and the supernatant collected by 

centrifugation (10,000 rpm) for 15 minute at 4oC was the protein. 

 

3.2.6. Synthesis of Au@E. Coli Protein Extracts Nanobioconjugates: The Au@E. 

Coli extract protein conjugates were prepared by the following method [8]: 1 ml protein 

extract solution was diluted with 1 ml lysis buffer and then 60 µl 100 mM HAuCl4 

solution was added. The whole mixture was heated at 70oC so that all the proteins 

present in the mixture were denatured. After 10 minute the colours of the solutions were 

changed from light yellow to deep brown indicating the formation of Au NPs. 

 

3.2.7. Synthesis of Protein Stabilized HgS Quantum Dots (QDs): It involves two 

steps. In the first step, the non-luminescent HgO nanoparticles were prepared in a vial by 

dissolving 5 mL 5 mM HgNO3, H2O and 5 mL BSA (15 mg/mL) solution in MQ water 

under vigorous stirring with final pH value of ~9 (adjusted by 1 M NaOH solution 

carefully). Then, the solution was allowed to stir for 8-12 hr. The final colour of the 

solution was pale yellow indicative to the formation of HgO@BSA nanobioconjugates 

[9]. In the second step, 4 mL of 20 mM Na2S was added to 10 mL of as-synthesised 

HgO@BSA nanobioconjugates and the solution was stirred for 15 min. Completion of the 

reaction was observed visibly by colour changes from pale yellow to light brown. Such 

colour transition is indicative to the formation of HgS QDs. 
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3.2.8. Synthesis of Bulk HgO: Bulk HgO samples were prepared in a vial by dissolving 

5 mL 50 mM HgNO3, H2O and 1 mL 2.5 M NaOH solution. Then, the solution was 

allowed to stir for 15 min to get the yellow precipitate of HgO [9]. Subsequently, the 

precipitate was centrifuged and washed with additional MQ water several times for 

measurements. 

 

3.2.9. Synthesis of Bulk HgS: About 70 mg of HgNO3, H2O and 70 mg Na2S powder 

were dissolved in 5 mL MQ water under vigorous stirring. The reaction mixture was 

stirred for 30 min. The resulting precipitate was collected and repeatedly washed with 

MQ water by centrifugal precipitation. Finally, the bulk HgS precipitate was dried in 

incubator at to get a dark brown powder [9]. 

 

3.2.10. Synthesis of MoS2 Nanocrystals: It involves two steps. In the first step, an 

aqueous solution (5 mL) of DNA-Na+ from salmon testes (65 mg) and 5 mL of 100 mM 

MoCl5, H2O were mixed at room temperature under vigorous stirring with final pH value 

of ~ 9 (adjusted by 1 M NaOH solution carefully). Then, the solution was allowed to stir 

for 6-8 hr so that the solution becomes colourless. In the second step, 5 mL of 200 mM 

Na2S was added to 10 mL of as-synthesised Mo-DNA complexes with final pH value of ~ 

6 (adjusted by HCl carefully) and the solution was stirred for 15 min. Completion of the 

reaction was observed visibly by colour changes from colourless to yellow. Such colour 

transition is indicative to the formation of MoS2 NCs [10]. 

 

3.2.11. Preparation of MoS2@DNA-CTAC Thin Film: An aqueous solution (5 mL) of 

as-prepared MoS2@DNA (final DNA concentration was 6.5 mg/mL) was added to 5 mL 

of aqueous solution of CTAC (6.5 mg/mL). A 1:1 stoichiometric combination led to the 

spontaneous formation of the MoS2@DNA-CTAC complex precipitate. The precipitate 

was collected by filtration, washed with distilled water, and then lyophilized for 48 hrs. 

Finally, a yellowish powder was obtained when dried in a vacuum at 37°C. The powder 

was then dissolved in n-butanol and the solution was cast on a Teflon plate, and the 

solvent was evaporated slowly under the saturated vapour at room temperature. Finally, 

a yellowish, water insoluble thin film was formed which was used for spectroscopic 

characterization. 
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3.2.12. Preparation of Hoechst 33258 (H258)–DNA Complex: The H258-DNA 

solution was prepared by adding a requisite amount of the probe in DNA solution and 

stirring for 1 h. The final concentration ratio of [DNA]:[H258] was 10:1. 

 

3.2.13. Synthesis of CuQC@BSA: Cu QCs were prepared by the following procedure 

[11]: First, aqueous CuSO4 solution (1 mL, 20 mM) was added to BSA solution (5 mL, 15 

mg/mL). The solution was stirred at room temperature for 2-3 min and then NaOH 

solution was introduced so that pH 12 is achieved. The colour of the solution changed 

from blue to violet within 2-5 min. Finally, the mixture was allowed to stir for 6 to 8 h at 

55oC and the colour changes to light brown. It has to be noted that formation of the Cu 

QCs at room temperature is possible; however, need more time (48 h) compared to that at 

55oC (6-8 h). 

 

3.2.14. Quantum Yield Calculation: The quantum yield was calculated according to the 

equation [12]: 
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    (3.15) 

where Q and QR are the quantum yield of the protein and reference, I and IR are the 

integrated fluorescence intensities of the protein and reference, OD and ODR are the 

optical densities of the protein and reference at the excitation wavelength, and n and nR 

are the refractive indices of the protein and reference solutions. 
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Chapter 4 
 

Exploration of Key Pathways in the Biomolecule- 
assisted Metal Ion Reduction for Nanoparticle 
Synthesis 

 

4.1. Introduction 

Inorganic nanoparticles of controlled size have been of great interest recently for a 

number of possible applications in electronic or optical materials, as well as in catalysis 

[1-6]. For example, Au nanoparticles have attracted much attention in chemistry and 

material science because of their good biocompatibility, facile synthesis [7], and 

conjugation to a variety of bimolecular ligands, antibodies, and other targeting moieties 

[8], which make them suitable for the use in biochemical sensing and detection [9-11]. 

Biocompatibility of the inorganic nanoparticles often relies on two synthetic strategies; 

one uses nanocages of biological macromolecules (e.g., ferritin [12, 13], apoferritin [14] 

heat-shock protein [15] etc.) and the other method is involved with the self-assembling 

property of the biological macromolecules (e.g., protein [16], peptides [17], DNA [18, 

19] etc.). The first synthetic strategy is quite straightforward as the size and its 

interaction with the nanocages dictate the quality of the synthesized nanoparticles [13, 

14]. On the other hand the second route essentially depends on the primary condition for 

the nucleation and capping by the biomolecules, which is relatively less explored. One of 

the recent studies uses small peptides to prepare the nanoparticles [20]. It has been 

demonstrated that the reduction capability and the net charge of a peptide play the key 

role on the nucleation and growth of the Au nanoparticles. However, a detailed study 

highlighting every step involved in the formation of nanoparticles using large protein 

molecules is absent in the literature and is the motive of the present study. 

In this chapter, we report the facile preparation of “green” Au nanoparticles (NPs) 

in a number of protein solutions starting from globular proteins to enzyme and finally 

protein mixture extract from Escherichia Coli, a gram negative bacterium, without the 

addition of any reducing agent. The nucleation of NPs in the protein environments, 

which is the consequence of electron transfer from protein to the metal ions, is observed 

to be dependent on the melting temperature of the host protein. However, time required 
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to start the nucleation (induction time) is also found to be protein-specific. Here, we have 

attempted to rationalize the protein-assisted formation of NPs in a simple analytical 

model of autocatalysis. This model is evolving under the impudence of two distinct 

reactions. The first of these is the thermal denaturation of the protein structure under 

thermal condition and the second one is reversible autocatalytic process in which Au NP 

is the autocatalytic species (both the product and catalyst for the reaction). The obtained 

nanoparticles are characterized by ultraviolet-visible (UV-vis) absorption spectroscopy, 

high resolution transmission electron microscopy (HRTEM). The change in the protein 

structure at various temperatures has been followed by circular dichroism (CD) 

spectroscopy. In this work, we have also demonstrated that the protein capped NPs can 

be utilized as an efficient catalyst for the degradation of 4-nitrophenylacetate (4-NPA) 

using NaBH4 as the hydrogen donor. The reduction of 4-NPA to 4-aminophenol is of 

industrial importance as 4-aminophenol is a commercially important intermediate for the 

manufacture of analgesic and antipyretic drugs. Although a number of researchers have 

extensively studied the catalytic reduction of 4-nitrophenol (4-NP) by NaBH4 using 

polymer/resin bead-supported metal NPs, [21-24] the synthesis of protein capped Au 

NPs and the use of these NPs without any support for this catalytic purpose has not been 

attempted earlier. The kinetics of the catalysis is observed to follow Langmuir-

Hinshelwood model of surface mediated catalysis reaction. 

 

4.2. Results and Discussion 

4.2.1. Protein-assisted Synthesis Route of Metal Nanoparticles: Exploration of Key 

Chemistry of the Biomolecule [25]: 

Figure 4.1a presents the TEM image of Au@HSA nanobioconjugates. The image 

reveals that the nanobioconjugates are almost spherical in shape and follow a uniform 

narrow size distribution. Particle sizes have been estimated by fitting our experimental 

TEM data to be 3.1 nm (inset in Figure 4.1a (right)). The corresponding HRTEM image 

of the particles is shown in Figure 4.1b. The interplanar distance of the fringes is 

measured to be about 0.24 nm, consistent with the distance between the (111) planes of 

the gold crystal lattice. The image in the inset of Figure 4.1b represents the 

corresponding selected area electron diffraction (SAED) pattern which confirms the  
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Figure 4.1. (a) HRTEM of Au@HSA nanobioconjugates. The EDAX pattern (left) and the size 
distribution (right) of the sample are shown in the insets. (b) HRTEM image and SAED showing 
the crystalline structure of Au@HSA NPs. (c) HRTEM of Au@BSA nanobioconjugates. The size 
distribution of the sample is shown in the inset. 
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crystallinity of those particles. It has to be noted that the average size of 3.1 nm Au NPs 

obtained in the Au@HSA nanobioconjugates, is also confirmed from TEM and 

absorption studies (see later in the text). Thus in our experimental conditions, the 

possibility of formation of free larger Au NPs of micrometre size (due to uncontrolled 

growth) is negligibly small as they are not revealed in the TEM images of the sample. A 

typical energy-dispersive X-ray (EDAX) spectrum of Au@HSA sample is shown in the 

inset of Figure 4.1a (left) revealing the presence of Au NPs. Figure 4.1c presents the 

HRTEM image of Au@BSA nanobioconjugates and the size distribution is shown as an 

inset of Figure 4.1c. 

It is well-known that the Au NPs of less than 10 nm exhibit a surface plasmon 

(SP) band in the visible region (~530 nm) [26]. A change in absorbance or wavelength of 

the SP band [27-29] provides a measure of particle size, shape, concentration, and 

dielectric medium properties. Figure 4.2a shows the UV-vis spectra of the Au NPs 

conjugated with HSA, BSA, SC and E. coli extract protein revealing surface plasmon 

bands at 530 nm, 531 nm, 540 nm and 600 nm respectively. On the basis of Mie theory 

[30] and its expanded versions [31, 32], information concerning nanoparticle sizes can 

be derived from the analysis of this absorption band. The average radius of Au NPs 

(spherical as revealed from HRTEM), can be approximately estimated from the resonance 

optical absorption spectrum as per the Mie scattering formula [30]: 
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   (4.1) 

where F  = Fermi velocity (1.39x106 m/s for Au) [33] and 
1/2

  is the full width at 

half-maximum (FWHM) of the SPR absorption when plotted as a function of angular 

frequency  , c0 is the speed of light in vacuum, P  is the wavelength where absorption 

peak appears, and   gives the FWHM of the band. The average diameters of the NPs 

calculated using equation (4.1) is found to be in the range of 3.4 nm, 3.5 nm and 3.7 nm 

for HSA, BSA and SC respectively, consistent with those observed in TEM studies. 

Relatively broad surface plasmon band of Au@E. Coli extract indicates the broad size 

distribution which is mainly due to the mixture of proteins present in the solution. Figure 

4.2b shows the UV-vis absorption spectra obtained at different time intervals after 
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mixing with aqueous AuCl4
- solution with HSA in phosphate buffer at 76oC temperature. 

Formation of Au nanoparticles in the colloidal solution was monitored from their 

absorption spectra as the small noble metal particles reveal absorption band in the UV-vis 

spectral region due to surface plasmon resonance (SPR) [34]. The sharp absorption band 

peaking at 530 nm indicates a relatively high monodispersity, both in size and shape of  

 

 

Figure 4.2. (a) UV-vis spectra of Au NPs conjugated with various proteins, HSA, BSA, SC and E. 
Coli extract respectively. (b) Time-resolved UV-vis spectra for one of the representative proteins 
(HSA) at 76oC. 

 

the Au particles [35], consistent with the HRTEM images. Long-time stability of the Au 

NP in aqueous solutions (for several months) indicates that the HSA serves as capping 

agent. In the case of the other proteins, a similar trend was observed as that of the HSA. 

The evolution of the optical density at 530 nm and 540 nm are presented for 

Au@HSA at 76oC and Au@SC at 60oC in Figure 4.3a and 4.3b respectively. It is apparent 

that for Au@HSA the optical density increases very slowly upto 120 min for HSA, 
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indicating an induction time (t0), then sharply increases and finally saturates at a constant 

value which corresponds to a complete reduction stage. The induction time became 

shorter when the concentration of protein is increased. The most interesting information 

is the variation in induction period (shown in Figure 4.3d) for protein to protein with 

same concentration. We assume that the size as well as the melting temperature are the  

 

 

Figure 4.3. (a) Time course of absorbance at 530 nm during the formation of Au NPs particles by 
HSA protein in phosphate buffer solution. (b) Similar curve at 540 nm by using SC in phosphate 
buffer solution. The red lines are the theoretical curves generated by using equation (2.42). Blue 
circles are the experimental data for HSA and SC respectively. (c) Absorbance kinetics of the Au 
NPs formation at 580 nm using E. Coli extract as reducing agent. (d) Plot of induction time for 
different proteins. In all the cases (except E. Coli) the protein salt ratio has maintained to 1:100 

where the protein concentration is fixed at 20 M. 

 

predominant factor for the induction period. The denaturation of protein plays an 

important role in activating the reaction. From Figure 4.3d, it is clear that proteins 
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having low melting temperature have small induction time and vice versa. Second, based 

on the experimental results, we have proposed an analytical model for the kinetics of the 

Au@protein system (Scheme 4.1) which suggests that autocatalysis is involved for the 

synthesis process. This model suggests that during the induction period, nucleations of 

the NPs are slowly formed and can be considered as seeds. The formation of these 

nucleations, or seeds, catalyses the reduction processes and thus in the next stage (2nd 

step of Scheme 4.1), seed-mediated nucleation and growth occur simultaneously, and the 

number of particles rapidly increases as the reaction progresses. Here, the strong capping 

property of the proteins inhibits the nanoparticle growth, thus generating high 

monodispersity. The solid lines in Figure 4.3 refer to the fit of the experimental data with 

equation (2.42), while Table 4.1 shows the fitting parameters. This model gives a 

quantitative explanation of the kinetic data shown in Figure 4.3 for all the proteins. In 

particular, it explains the dependence of induction time on the k1 i.e., higher the value of 

rate constant (k1), smaller the induction time and vice versa. The autocatalytic rate 

constant (k2) as revealed from Table 4.1, demonstrates that larger proteins (i.e., HSA or 

BSA) are less active than smaller proteins (i.e., SC, CHT or E. Coli extract) for the 

growth of NPs. The overwhelming contribution of growth step compared to that of the 

nucleation is clear from Table 4.1. In simple autocatalytic reaction[36] the overall rate is 

obtained by plotting ln[a/(1-a)] vs time (data not shown) where a = (O.D(t)/O.D())and 

O.D(t) and O.D() are the optical densities at times t and , respectively. The rate 

constant (kobs) is obtained from the slopes of these plots. In case of Au@HSA the value of 

kobs is found to be 0.028 min-1. 

 

Table 4.1. List of the parameters obtained from the analytical model of nanoparticle 

formation. 

Protein k1 (min-1) k2 (M-1min-1) m (%) n (%) 

HSA 1.245x10-4 0.015 0.91(91%) 0.09(9%) 

SC 4.677x10-4 0.020 0.79(79%) 0.21(21%) 

E-Coli 
Extract 

3.178x10-1 3.488 0.72(72%) 0.28(28%) 
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It is well known that conformational changes occur when proteins adsorb onto 

nanoparticles [37]. It has been demonstrated that in the presence of gold nanoparticles, 

BSA shows a decrease in α-helical structure, as detected by circular dichroism (CD), and a 

significant increase in sheet and turn structures, as detected by Fourier transform 

infrared (FTIR) spectroscopy [38]. In our study, although proteins are denatured at the 

particle formation temperature yet more conformational changes occur with time due to 

the intrinsic properties of the protein combined with features of the nanoparticles, such as 

surface chemistry and surface curvature. Figure 4.4 shows the decrease of molar 

ellipticity with time which describes more structural perturbation. The rate constant of  

 

 

Figure 4.4. (a) Far-UV CD spectra of (i) 1 µM HSA and 1:100 HSA-HAuCl4 at (ii) initially at 
room temperature (iii) after 30 min (iv) after 60 min (v) after 90 min (vi) after 180 min. (iii) to (vi) 
are at 76°C temperature. (b) Far-UV CD spectrum of 1:100 HSA-HAuCl4 system monitored at 
222 nm and 76°C temperature. 

 

protein conformational change (kden) is obtained by fitting the experimental data with 

first order exponential equation. It has been found that in case of Au@HSA system the 
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value of kden (0.029 min-1) is very much comparable to the value of kobs (0.028 min-1) 

which reveals more conformational change during the autocatalytic process. Figure 4.3c 

represents the evolution of the SPR peak at 580 nm with time for a mixture of proteins 

obtained from E. Coli extract. Here, the shorter induction time is probably due to the 

mixture of protein present in the extract. At higher temperature relatively smaller 

proteins are denatured very quickly resulting very fast reduction of Au ions. The role of 

DNA in the E. Coli extract in the formation of Au NPs has been ruled out as a control 

study on DNA-Au (III) ion mixture at 75oC fails to reveal any Au NPs even after 2 hours. 

Generalized two-step mechanism for autocatalytic growth is shown in Scheme 4.1 where 

the first step is the slow nucleation step and the second step indicates the seed mediated 

autocatalytic growth. 

In the present study, the catalytic function of Au@protein nanobioconjugates is 

substantiated by carrying out the reduction of aqueous 4-NPA, which has a peak at 276 

nm in the UV-visible spectrum (Figure 4.5a curve I). Addition of sodium borohydride to 

4-NPA immediately results in a shift in the peak to 400 nm with intensification of yellow 

 

 

Scheme 4.1. (a) (A) Molecular structure of Subtilisin Carlsberg. (B) Generalized two-step 
mechanism for solution-phase Au nanoparticle synthesis. 
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Figure 4.5. (a) Absorption spectra of 4-NPA (I) in absence of NaBH4, (II) in presence of NaBH4 at 

0 min and (III) in presence of Au@protein nanobioconjugates. Conditions: [4-NP-] = 5.5 x 10-

5M; [Au NPs] = 2.2 x 10-7M; [NaBH4] = 0.1M. (b) Concentration versus time plot (monitored at 

400 nm) for 4-NPA reduction by NaBH4. Conditions: [4-NP] =5.5 x 10-5M; [NaBH4] = 0.1M. (c) 
Typical time dependence of the absorption of 4-NPA at 400 nm. (d) Plot of apparent rate constant 
(kapp) versus catalyst dose for 4-NPA reduction by NaBH4 in the presence of Au@protein solution 

as catalyst. Conditions: [4-NP] = 5.5 x 10-5M; [NaBH4] =0.1M. (e) and (f) Dependence of the 
apparent rate constant kapp on the concentration of BH4

-1 (e) and 4-NP (f). The blue solid lines are 

the fit of the Langmuir Hinshelwood model. The surface area of Au nanoparticles is 0.0106 m2L-1 
in both cases.  
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colour of the solution (Figure 4.5a curve III) due to nitrophenolate ion formation. In the 

absence of any catalyst, the peak at 400 nm remained unaltered even for two days. 

Addition of Au@protein nanobioconjugates to the yellow colour of the nitrophenolate ion 

solution immediately results the diminution of 400 nm peak with intensification of a new 

peak at ~297 nm (Figure 4.5a curve II) because of the reduction of 4-nitrophenolate 

species to 4-aminophenol (4-AP). A control experiment with denatured proteins devoid of 

gold nanoparticles did not provide any signature of 4-AP under the same experimental 

condition. The generation of 4-AP confirms the catalytic activity of the Au nanoparticles 

for the reduction of 4-nitrophenolate in aqueous solution. Figure 4.5b shows that after 

the addition of Au nanoparticles the absorption peak at 400 nm gradually drops with 

time. Figure 4.5c shows the time dependence results obtained from the reaction 

conducted at room temperature. This observation indicates that upon the addition of 

Au@protein nanobioconjugates, a certain period of time was required for the 4-

nitrophenolate to adsorb onto the catalyst’s surface before the reaction could be initiated. 

Here we define this period of time as the adsorption time or tads. After the adsorption 

time, the reaction becomes stationary and follows first order rate law. The apparent rate 

constant (kapp) is calculated from the linear slope of the curve and in the following we 

shall discuss it in terms of L-H model. 

The mutual dependence of kapp on the catalytic dose as well as concentration of 

borohydride and 4-NP has shown in Figure 4.5 (d, e, and f) where the solid lines refer to 

the fits of the experimental data with use of equation (2.47) while the best fitting results 

are obtained with k = 4.41.0 x 10-4 mol/m2 s, k4-NP = 14000200 lit/mol, kBH4 = 222 

lit/mol, m = 0.90.1 and n = 0.60.1. The orders of the kinetic parameters so determined 

are quite close to those obtained by Wunder et al [39]. The kapp obtained from the linear 

slope of the kinetic curves has been linearly related to the catalyst dose (shown in Figure 

4.5d) i.e., the surface area available for catalysis, keeping other parameters such as initial 

4-NPA concentration and borohydride concentration the same, which could be 

rationalized by considering the fact that the catalysis usually takes place on the surface of 

the Au nanoparticles [40]. The nonlinear relationship of kapp versus cBH4 i.e., conc. of 

borohydride and the saturation at high concentrations, shown in Figure 4.5e, clearly 

demonstrates the diffusion of the borohydride to the nanoparticles. The effect of 4-NPA 

concentration on the reduction rate was studied keeping other parameters such as 
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catalyst dose and borohydride concentration unchanged. As depicted in Figure 4.5f, in the 

case of 4-NP reduction using Au NPs as catalyst, it was found that in the very low 

concentration range of 4-NP, kapp decreased with the increase of 4-NP concentration, and 

in the high concentration range kapp remained constant. This is due to high concentration 

of 4-NP leads to almost full coverage of the surface of the nanoparticles. This slows down 

the reaction with the borohydride ions on the surface of the Au NPs. Figure 4.5e and 4.5f, 

clarifies the mutual relationship of kapp with cBH4 and c4-NP which demonstrates that there 

must be a competition between the reactants on the catalyst’s surface. Moreover, the 

fitted data in Figure 4.5d, e and f clearly demonstrate that the reduction of 4-NP can be 

described by the L-H model with good accuracy. 

4.3. Conclusion 

In conclusion, detail understanding of the associated biochemistry of the proteins 

during the formation of inorganic nanoparticles has been successfully demonstrated. A 

number of proteins have been investigated to show the possible effects and it has been 

found that induction time may increase as the melting temperature of a protein is 

increased. This suggests that low melting temperatures may be important for the 

nucleation and growth of nanoparticle. An autocatalytic model has been proposed that fits 

well with the experimental data and suggest that some nucleations are slowly formed 

during the induction period that boosts the growth of the nanoparticles. Finally, we have 

demonstrated that the catalytic reduction of 4-NPA by borohydride in the presence of Au 

NPs can be modelled in terms of the Langmuir Hinshelwood model. All the parameters 

related to this model have been described here in a very efficient way. We hope that with 

the continuing efforts toward understanding the mechanism of protein-nanoparticle 

growth relationship is likely to find use in protein biochemistry, thereby making these 

studies much more widely accessible in nanobiotechnology. 
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Chapter 5 
 

Studies on the Oxidation of Host Biological 
Macromolecules Relevant to Biomolecule-assisted 
Metal Ion Reduction 

 

5.1. Introduction 

Proteins represent essential building blocks behind cell structure and the engines 

supporting every metabolic reaction. Fluorescence spectroscopy is a powerful technique 

for studying various aspects of protein biophysics, such as protein folding, protein-protein 

interactions, and protein dynamics [1, 2]. Tagging a protein with extrinsic fluorophore is 

an important and valuable tool for studying structure and microenvironment. Extrinsic 

fluorescent probes, such as dansyl or related amino acid derivatives, can also be 

incorporated into proteins via modification of reactive residues, such as lysine and 

cysteine, or via chemical synthesis [3, 4]. In addition, quantum dots are also useful to 

know the energy transfer efficiency in protein [5]. However, one of the major 

disadvantages is the possibility of perturbation of structural integrity of the protein upon 

incorporation of the extrinsic probe. Moreover bulky nature of the external probe is not 

suitable for the spectroscopic characterization of a protein such as protein folding, energy 

transfer etc. An alternative choice for the spectroscopic studies of the proteins is intrinsic 

fluroprobes. Most proteins contain amino acid residues that are intrinsically fluorescent: 

tryptophan, tyrosine, and phenylalanine. Among those tryptophan is the most attractive 

fluorophore in protein [6]. However, critical wavelength of excitation (295 nm -300 nm) 

in order to avoid interference of the other fluorescent amino acids (tyrosine and phenyl 

alanine) and the complicacy in data interpretation due to ultrafast internal conversion [7, 

8], make spectroscopic studies involving tryptophan as probe to be a bit difficult. 

Relatively inexpensive laser sources in the desired excitation wavelength (295 nm) are 

also a problem for such investigations.  

Protein consists of several amino acids like tryptophan, tyrosine, arginine, lysine 

etc., which has the capability of reducing several metal ions. The reduction process 

involves electron transfer from the amino acid to the metal ion and as a consequence the 

corresponding amino acid becomes oxidized. It has been reported that the oxidation of 
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tryptophan in bulk solution results in the formation of a number of byproducts, such as 

ditryptophan, kynurenine, 3-hydroxy-kynurenine, N-formyl-kynurenine, and some cross-

linked products, formed by reaction with these byproducts [9-15]. Each of these 

byproducts has a specific absorption and shows strong emission, which provides the basis 

for identifying a particular species. However, oxidation of tryptophan in protein 

environment is not well studied. In this regard we have modified Trp214 of a model 

single tryptophan protein human serum albumin (HSA) to kynurenine (Kyn214) by 

electron transfer reaction. Kynurenine is one of the tryptophan metabolites and 

omnipresent in the lens of human eyes in order to protect retina from possible UV (300-

400 nm) radiation damage [16]. Structural integrity of the protein upon the modification 

is confirmed by circular dichroism (CD) spectroscopy. Similar unfolding pathways are 

confirmed by dynamic light scattering (DLS), near and far-UV CD. In order to compare 

the efficacy of the Kyn214 for the spectroscopic studies of the protein we have also 

excited Trp214 of the native protein. In this chapter, we have demonstrated that Kyn214 

is equally capable compared to Trp214 in order to unravel various folded states of the 

protein. The femtosecond-resolved dynamics of hydration as revealed by Trp214 in the 

domain II can also be monitored by Kyn214. Finally, we have shown that the probe can 

be used for the dipolar interaction with other acceptor protein-bound dyes in order to 

study FRET [17, 18]. 

 

5.2. Results and Discussion 

5.2.1. Toward an Alternative Intrinsic Probe for Spectroscopic Characterization of 

a Protein [19]: 

It has been reported that amino acids such that tryptophan, have strong electron-

donating properties [20], and the p-benzoquinone (BQ), which is hydrophobic in nature, 

is a strong electron acceptor [21]. Herein, we have utilized this property of BQ, which 

enters to the hydrophobic cavity of the protein and oxidized the tryptophan (Trp214) to 

kynurenine (Kyn214) as shown in Scheme 5.1. It can be seen from Figure 5.1a that a new 

absorption band at 353 nm with relatively broad bandwidth appears in the protein 

solution after the addition of ethanolic BQ. Although weak as compared to the 280 nm 

protein peak, the absorption band at 353 nm indicates the formation of Kyn214 in the 

model protein [22]. The newly generated fluorescence probe with excitation and 
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emission maxima at 350 and 450 nm, respectively, is clearly observed from modified 

protein solution (inset of Figure 5.1a). The peak (353 nm) and the bandwidth of the 

excitation spectrum are identical to the modified protein absorption band in Figure 5.1a. 

Consistency of the excitation spectrum with that of the absorption and the invariance of 

the emission spectra with the excitation wavelength confirm the presence of single 

emissive species i.e Kyn214. The evolutions of the emission spectrum at the various levels 

of modifications are shown in Figure 5.1b. Initially, no fluorescence (except Trp214 

emission at 350 nm, excitation at 299 nm) is observed from protein solutions, but  

 

 

Scheme 5.1. The modification of Trp214 of a model globular protein (HSA) as a result of electron 
transfer reaction with benzoquinone (BQ) in the protein cavity is shown (left). The product of the 
electron transfer reaction kynurenine (Kyn214) in the protein cavity is represented (right). A 
typical excitation wavelength (375 nm) used in our experiment and emission peak of the modified 
probe Kyn214 at 453 nm are also shown in the schematic. 

 
modification is clearly demonstrated by the emission spectrum of the protein solution 

with increasing the concentration of BQ. Creation of an ultrafast component i.e., 290 ps 

(18%) (inset of Figure 5.1b) is the indication of newly generated fluorophore. The 

fluorescence decay transient of the modified protein solution (Figure 5.1c) shows three 

lifetime components: 160 ps (56%), 1240 ps (30%) and 4520 ps (15%) with an average 

lifetime of 1130 ps. The anisotropy decay reveals a long component of ~50 ns, consistent 

with the hydrodynamic rotational relaxation time of the protein [23] (inset of Figure 

5.1c) in the solution. 
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Figure 5.1. (a) Absorption spectrum of HSA and modified HSA. The spectra are recorded at room 
temperature with a concentration of 20 µM for both modified and non-modified HSA in sodium 
phosphate buffer (pH 7.4, 20 mM). Inset shows the excitation and emission spectra of modified 
HSA. (b) The steady state fluorescence spectrum of HSA in phosphate buffer solution using 
different BQ concentrations (a-h; 0-14 µM). Inset shows the picosecond resolved fluorescence 
transients of protein before and after modification (excitation wavelength = 299 nm). (c) The 
picosecond resolved fluorescence transients of modified HSA collected at 450 nm (excitation 
wavelength = 375 nm). The fluorescence anisotropy of Kyn214 residue in HSA at 20°C is 
presented in the inset. 
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Structural study on the protein is thus of interest, because modification may 

perturb the native structure and changes in its native conformation could be translated 

into a loss of its biological function. Persistence of the structural integrity of the protein 

upon modification is confirmed by dynamic light scattering (DLS), near and far circular 

dichroism (CD) spectroscopy. The hydrodynamic diameter (dH) of the modified protein 

(Figure 5.2a) as revealed from the DLS studies is consistent with that of its unmodified 

version [23]. The temperature dependent change of the dH revealing the melting of the 

overall globular structure of the protein. The invariance of the thermal stability of the 

modified protein compared that of the native one, is further confirmed by near-UV CD 

studies [24] as shown in Figure 5.2b. From the Figure 5.2b it is evident that the CD 

signal at 268 nm indicative of the globular tertiary structure of the protein and the  

 

 

Figure 5.2. (a) Effect of temperature on the size of modified HSA in 20 mM phosphate buffer. 
Open symbols represent forward (unfolding) process, and closed symbols represent backward 
(refolding) process. DLS signals of modified HSA at 25°C and 75°C have been presented in the 
inset. (b) Thermal denaturation plots at 268nm obtained by near-UV CD, from 20 to 90°C. Inset 
shows the temperature dependence of the near-UV CD spectrum. 
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melting characteristics of the protein is consistent with that of the unmodified protein. 

From the DLS and near-UV CD studies it is also evident that the thermal unfolding 

above the melting temperature (70oC) is irreversible analogous to the thermal 

denaturation property of the native protein. 

The effect of thermal denaturation on the secondary structure (far-UV CD) of the 

modified and unmodified protein is shown in Figure 5.3. From the Figure 5.3a-b, it is 

evident that the temperature induced evolution of the far-UV CD spectra of the protein 

reveals a decrease in the overall ellipticity and the presence of an isodichroic point at 202 

nm indicative of a cooperative loss of the α-helix structure of the modified and unmodified 

proteins in a two-state-type transition [24]. Persistence of the structural integrity of the 

protein upon modification is further confirmed by monitoring ellipticity at 222 nm (far-

UV CD). Both the proteins exhibit comparable sigmoidal transition indicating the similar 

unfolding pathways [24, 25] revealing melting temperature (Tm) to be 70oC. The 

observation is consistent with DLS and near-UV CD studies (Figure 5.2).  

The efficacy of the probe Kyn214 for the exploration of dynamical information of 

the protein within its structural integrity as confirmed by CD studies is now point to be 

discussed. We have compared the efficacy of the Kyn214 to report the dynamics of 

solvent molecules in the protein cavity. By using femtosecond resolved fluorescence 

studies the dynamical time constants of the solvent molecules in the protein cavity has 

been explored to be ultrafast and multi-exponential [26, 27]. It has also been 

demonstrated that the chemical denaturation of the protein allows more bulk type water 

in the protein cavity revealing faster time constants in the solvation dynamics [26, 27]. A 

systematic study on the spectroscopy and dynamics of kynurenine in different solvents 

has been presented by Vauthey et al. [16] The usefulness of the probe (Kynurenine) as a 

solvation reporter has also been established [16]. The main excited state deactivation 

channel of the probe depends on the interaction of the solvent molecules through 

hydrogen bonding ability. However, it has to be noted that reorganization of hydrogen 

bond forming solvents with respect to the probe solute is extremely important for the 

formation of solute solvent hydrogen bond formation [28]. The rate of reorganization of 

the water molecules around the solute probe (here kynurenine) is limited by the dynamics 

of solvation. Thus the two dynamical time scales in a system should be intimately related. 

The femtosecond fluorescence studies on the probe in various bulk solvents demonstrate 
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that the excited state lifetime of the probe in water (0.9 ps) significantly increases (more 

than 1 ns) in DMSO, where the probe-solvent hydrogen bonding interaction is absent. 

Herein, the femtosecond resolved time constants of the fluorescence transient of the  

 

 

Figure 5.3. Far-UV CD spectrum of (a) modified HSA in sodium phosphate buffer (pH 7.4, 20 
mM). (b) HSA in sodium phosphate buffer (pH 7.4, 20 mM). In both cases the spectrums are 
recorded at 20°C and 90°C. (c) Thermal denaturation plots at 222 nm obtained by far-UV CD, 
from 20 to 90°C. Transition temperature (Tm, the midpoint of unfolding transition) is 70°C for 
both (HSA and modified HSA) in phosphate buffer. 
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Figure 5.4. (a) Femtosecond time-resolved fluorescence transients of modified HSA in native, 
chemically and thermally denatured form. The protein is excited at 375 nm, and the transients 
were collected at 470 nm. (b) Early dynamics at the same wavelengths. 

 
Kyn214 in the native protein (Figure 5.4) are 0.46 ps (65%), 6.80 ps (22%) and 157 ps 

(13%) revealing the interaction of the probe with water molecules in the cavity. The times 

constants 0.34 ps (73%), 3.70 ps (17%), 128 ps (10%) at 75oC and 0.42 ps (78%), 4.70 ps 

(18%), 128 ps (4%) at pH=12 in the denatured states distinctly reveal more water 

accessibility of the probe Kyn214 compared to that in native conformation consistent 

with the previous results [26, 27]. Recently Vauthey et al. [29] have explored the 

photophysics and photochemistry of the kynurenine covalently attached to amino acids 

and to a model protein. It has been demonstrated that increase of photoactivity of the 

kynurenine covalently attached to amino acids and protein is due to the decrease of the 

rate of solvent-assisted internal conversion. 
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Figure 5.5. (a) Steady state absorption spectra of CV (blue) and emission spectra of Modified 
HSA (green) are shown. An overlapping zone between emission of Modified HSA and absorption 
of acceptor CV is indicated as a yellow shaded zone. (b)The picosecond resolved fluorescence 
transients of Modified HSA, in absence (green) and in presence of acceptor CV (blue) (excitation 
at 375 nm) collected at 450 nm, are shown. Inset of the Figure 5.5b shows the steady state 
emission spectrum of modified HSA in presence (blue) and absence (green) of CV. 

 

In order to establish more general use of the modified probe Kyn214, we have 

described dipolar interaction of the probe with a surface bound organic dye, crystal violet 

(CV) [30]. From Figure 5.5a, a significant spectral overlap of the Kyn214 emission with 

the absorption spectrum of CV is evident. The significant quenching in the steady-state 

emission and picosecond resolved fluorescence transient (at 450 nm) as a consequence of 

the donor-acceptor dipolar interaction is clearly evident from Figure 5.5b. From this, we 

have estimated a Förster resonance energy transfer (FRET) efficiency to be 73% and the 

characteristic distance, R0 of the FRET pair is 2.72 nm. FRET from Kyn214 (donor) in 

the native protein to a well-known surface bound organic dye CV is successfully 

demonstrated and donor acceptor distance of 2.29 nm is found to be consistent with that  
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Figure 5.6. (a), (b) and (c) Absorption, excitation and emission spectra of modified bovine serum 

albumin (BSA), modified α-chymotrypsin (CHT) and modified subtilisin Carlsberg (SC) 
respectively. Insets show their picosecond-resolved fluorescence transients. 
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Figure 5.7. (a), (b), (c) and (d) Far-UV CD spectrum of human serum albumin (HSA), bovine 

serum albumin (BSA), subtilisin Carlsberg (SC) and α-chymotrypsin (CHT) respectively before 
and after modification. Here each protein and its modified form has the same concentration. 

 

of the estimated value (1.84 nm) from X-ray crystallographic structure of the protein [31, 

32]. 

In order to establish the generality of this electron transfer mechanism, we have 

performed similar experiment on a number of proteins and found that BQ is able to 

oxidize the Trp residues in any kind of protein. Figure 5.6a, b and c describes the 

absorption, excitation and emission spectra of modified bovine serum albumin (BSA), 

modified -chymotrypsin (CHT) and modified subtilisin Carlsberg (SC) respectively. The 

numbers of tryptophan residues in the proteins are two, seven and one respectively.  

 

Table 5.1. Multi-exponential fitting parameters of the picosecond resolved fluorescence 

transients of various proteins. 

Protein 1 [ns]  2 [ns]  3 [ns]  av [ns]  

modified-BSA 0.110 ns (59%) 1.006 ns (28%) 3.892 ns (13%) 0.852ns 

modified-CHT 0.091 ns (82%) 1.045ns (12%) 5.112 ns (6%) 0.506ns 

modified-SC 0.102 ns (68%) 0.941 ns (22%) 4.273 ns (10%) 0.703ns 
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Figure 5.8. (a), (b) and (c) Temperature dependence of the far-UV CD spectrum of the modified 

bovine serum albumin (BSA), modified α-chymotrypsin (CHT) and modified subtilisin Carlsberg 
(SC) respectively in phosphate buffer (pH 7.4, 20 mM). Transition temperatures (Tm, the midpoint 
of unfolding transition) are ~70°C, ~50°C and ~62°C respectively, which are consistent with 
those of the native proteins. 

 

While BSA and CHT contain buried tryptophan residues, the protein SC is containing 

water-exposed single tryptophan residue. As evident from Figure 5.6, like HSA, all the 

proteins contain a broad absorption spectra peaking at 350 nm which indicates the 

formation of kynurenine. The excitation and emission spectra are also clear indications of 

the formation of newly generated fluoroprobe, kynurenine. Insets of Figure 5.6 show the 

picoseconds resolved multiexponantial (shown in Table 5.1) fluorescence transients of 

modified BSA, modified CHT and modified SC respectively. 
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Persistence of the structural integrity of the proteins upon modification is 

confirmed by far UV-CD experiment. Figure 5.7 indicates that there is insignificant loss 

of overall ellipticity upon modification of HSA, BSA, SC and CHT proteins which 

indicates that BQ is good to oxidize Trp of any kind of proteins within structural 

integrity. Again when the ellipticity was monitored at 222 nm (for BSA and SC) and at 

232 nm (for CHT) the thermal denaturation of the modified proteins exhibits a 

cooperative sigmoidal behavior with transition temperature (Tm) similar to those of the 

unmodified ones [25] (shown in Figure 5.8). Our observations indicate that unfolding 

pathways are not perturbed upon modification with ethanolic BQ. 

 

Figure 5.9. (a) The concentrations of the product as a function of time. Concentrations of CHT 

and AAF-AMC were 1 and 35 , respectively. (b) The concentrations of the product as a 

function of time. Concentrations of SC and Suc-AAPF-pNA were 1 and 185 , respectively. 

 

Figure 5.9a shows the rate of formation of AMC-product upon enzymatic activity 

of CHT and modified CHT on AAF-AMC in phosphate buffer. Figure 5.9b shows time 

dependent product concentration as a result of enzymatic activity of SC and modified SC 
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on Suc-AAPF-pNA in phosphate buffer. Table 5.2 lists the specific activity (in units/mg) 

of CHT, modified CHT, SC and modified SC respectively. From Table 5.2, we find that 

the specific activity of the CHT and SC are close to the modified CHT and modified SC 

respectively which depicts that oxidation of Trp has minimal effect on the biological 

function of the protein. 

Table 5.2. Comparison of specific activity in units/mg of CHTa, modified CHT, SCb and 

modified SC. 

 

System Specific activity (units/mg) 

CHT 22.89 

Modified CHT 22.41 

SC 4.41 

Modified SC 4.38 

 

a One unit of CHT will hydrolyze 1.0 mol of AAF-AMC per minute at pH 7.0 at 25oC.  
b One unit of SC will hydrolyze 1.0 mol of Suc-AAPF-pNA per minute at pH 7.0 at 25oC  

 

5.3. Conclusion 

In conclusion, an efficient intrinsic fluorescence probe i.e., Kyn214 have been 

successfully modified from Trp214 in a model protein cavity through an electron transfer 

reaction. It has to be noted that we have studied on a number of proteins and found that 

BQ is good to oxidize Trp in any proteins. Dynamics of hydration in the protein cavity as 

revealed by Kyn214 is also demonstrated by femtosecond studies and found to be 

consistent with other studies. Practical applications of protein bound kynurenine as an 

energy transfer probe is also established here. Our study further demonstrates that 

oxidation of tryptophan does not affects the biological functionality of the protein. With 

simple modification, such intrinsic fluorophore is likely to find use as spectroscopic 

studies of protein, thereby making these studies much more widely accessible. The 

intense emission and the excitation wavelength at near visible wavelength (~375 nm) and 

eligibility for the spectroscopic studies of a protein within structural integrity make it 

attractive fluorophore as an alternative of tryptophan. The study would find out the 

relevance in the protein-assisted metal ion reduction for the spectroscopic investigation of 

the protein molecule. 
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Chapter 6 
 

Biomineralization and Sensing Mechanism of Toxic 
Metal Ion in Biological Matrix 

 

6.1. Introduction 

In the past decade, semiconductor quantum dots (QDs) have become well-established 

photo luminescent platforms for many scientific and industrial applications [1-3]. For 

example, QDs are highly sensitive to charge/energy transfer, which can alter their 

optical properties, thus generating interest in charge/energy-transfer-based bio-sensing 

[1, 4]. Among all the semiconducting QDs, mercury chalcogenide QDs are one of the 

least studied families because of the toxicity and volatility of corresponding organo-

mercury compounds. Such materials are highly attractive for infrared sensing, 

optoelectronics as well as for more fundamental studies of their optical properties. 

Luminescence across the visible spectral region with mercury chalcogenide is extremely 

difficult, while it is common for zinc and cadmium based chalcogenides. Despite the 

potential toxicity of mercury and the restricted application in biology, it would be of 

great interest to develop mercury chalcogenide QDs with tunable luminescence as there 

is immense potentiality in their application in chemical sensing, infrared detection as well 

as development of electrical device etc. [2, 5, 6]. 

Of all the mercury chalcogenides, HgTe is widely studied having various 

synthetic routes leading to high quality materials based on both aqueous and organic 

based chemistries. Recently, Keuleyan et al. [7] prepared colloidal HgTe QDs having 

narrow photo luminescence tunable across the near and mid-IR regions. In contrast, 

there have been very few detailed studies on HgS QDs. Wichiansee et al. [8] have 

successfully prepared HgS QDs based on an organic route, using trioctylphosphine oxide 

(TOPO) as the capping agent. Higginson et al. [9] have synthesized HgS QDs exhibiting 

narrow, size-dependent transitions between 500 and 800 nm for sizes ranging from 1 to 5 

nm in diameter. Typically, in most cases, HgS QDs were synthesized via thermal 

decomposition of organo-metallic precursors in organic solvents and/or in the presence 

of surfactants [8, 10, 11]. However, unlike them, the use of a biomolecule as template or 

scaffold for the synthesis possesses many advantages due to their inherent 
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biocompatibility and ease of functionalization. Thus, novel synthetic strategies for the 

preparation of HgS QDs using biomolecules that yield extremely stable, water soluble 

QDs with tunable luminescence in the visible and near IR region would be highly 

desirable. 

Among many biological systems that could participate in biomineralization and be 

incorporated into bionanomaterials, proteins have been the subject of particular attention 

due to their nanoscale dimensions, distinctive molecular structures and functionalities, 

and their capability to control the size of inorganic crystals during nucleation and growth 

to a remarkable degree due to their bulky nature. For example, bovine serum albumin 

(BSA) and several other proteins have been used to synthesize sub-nanometer sized 

luminescent metal clusters [12-18]. Recently, aqueous, protein-driven synthesis of 

transition metal-doped ZnS QDs has also been reported by Zhou et al [19]. Akin to the 

biomineralization process, herein, we have developed a facile approach to prepare water-

soluble, highly stable NIR-luminescent HgS QDs, which are protected and stabilized by 

the protein matrix. We have also used the HgS QDs formed as a fluorometric sensor for 

the detection of Hg(II) and Cu(II) ions. Uses of the QDs in metal ion sensing by 

exploiting their luminescence properties is not new and have been reported before [20, 

21]. The mechanisms of luminescence quenching involving inner-filter effects, 

nonradiative recombination pathways and electron transfer processes have also been 

reported. However, the quenching mechanisms addressing the specific interaction of 

detected ions with the sensor QDs are sparse in the existing literature. The reason for 

quenching relies on the metallophilic interaction between Hg(II)/Cu(II) and Hg(II) ions 

present on the surface of the HgS QDs. We have used time-resolved luminescence 

methods to study the mechanism of excited-state reactivity which reveals that both 

Hg(II) and Cu(II) ions can reduce the lifetime of the HgS QDs. After considering all kinds 

of excited state deactivation mechanisms, we have found that Dexter energy transfer is 

the reason in case of Hg(II)-induced quenching whereas photoinduced electron transfer 

dominates in case of Cu(II)-induced quenching. In several control experiments, we have 

also ruled out other possibilities of the quenching mechanisms including aggregation, 

Förster resonance energy transfer (FRET), etc. 
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6.2. Results and Discussion 

6.2.1. Protein Directed Synthesis of NIR-Emitting, Tunable HgS Quantum Dots 

and their Applications in Metal Ion Sensing [22]: 

The process for synthesizing the HgS QDs is simple and involves two steps (see 

section 3.2.7. for details). The various stages of synthesis are shown in Scheme 6.1. In the 

first step, addition of mercury nitrate solution to aqueous BSA causes the mercury ions to 

be coordinated with the various functional groups of BSA such as -SH, -NH, etc. The pH 

of the solution was adjusted to ~9 by the addition of NaOH followed by vigorous stirring 

at room temperature. After 8-12 hrs the colour of the solution changes from colourless to 

pale yellow intermediate which we have analyzed by Raman spectroscopy (see later in the 

text) and found it to be HgO@BSA. Photographs of the intermediate under UV and 

visible light are shown in Scheme 6.1. In the last step, Na2S is added and the color 

changes from pale yellow to light brown (Scheme 6.1) which indicates the formation of 

HgS QDs.  

 

 

Scheme 6.1. Schematic illustration of the synthesis of HgS QDs through biomineralization 
process mediated by the BSA protein. 
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Figure 6.1A illustrates the UV–vis absorption spectra of HgS@BSA QDs. In 

particular, Figure 6.1A gives the plot of the natural logarithm of the Jacobian factor 

versus wavelength of the QDs, to show the features more clearly. Well-defined 

absorption features are marked with arrows. Three distinct excitonic absorption 

shoulders of the HgS QDs are found at 473 (2.62), 546 (2.27) and 594 nm (2.09 eV), 

respectively which indicate the presence of different size QDs. The band gaps calculated 

for UV features at 2.62, 2.27, and 2.09 eV are 2.02, 1.94 and 1.90 eV, respectively, which 

are very much blue shifted from the average band gap of bulk -HgS (-0.2 to 0.5 eV)[8] 

due to high quantum confinement effect. Figure 6.1B shows the luminescence profile of 

the as-prepared QDs. A clear excitation maximum at 550 nm and luminescence peak at 

around 730 nm is evident from Figure 6.1B. Photographs of QDs under UV and visible 

radiations are shown in Scheme 6.1. As a control study, we have performed the reaction 

in the absence of Na2S; however, no such luminescent material is obtained even after 48 

hrs. This result reveals that external sulphur is required for the growth of QDs. It has to 

be noted that direct addition of mercury nitrate and Na2S with protein solution leads to 

the formation of non-luminescent HgS nanomaterial which provide evidence that yellow 

colour intermediate formation is necessary to get the luminescent QDs. The 

photoluminescence quantum yield of the HgS@BSA is ∼4.6%, estimated using 4-

(dicyanomethylene)-2-methyl-6-(p-dimethylaminostyryl)-4H-pyran (DCM) as a reference 

with a 450 nm excitation wavelength. The obtained HgS QDs are found to be very stable, 

showing the same luminescence spectra after almost seven days of being stored at room 

temperature (Figure 6.2). The luminescence is maximum at neutral pH, however, 

relatively less stable in acidic and basic pH as shown in Figure 6.3. In order to investigate 

the thermal stability of the QDs, temperature dependent luminescence of HgS@BSA has 

been monitored. It can be seen from Figure 6.4 that luminescence of the HgS@BSA in the 

aqueous solution decreased significantly upon increase in temperature. The reason may 

be the increase in hydrophilicity around the HgS QDs as protein is perturbed at higher 

temperature. 
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Figure 6.1. A. UV-vis absorbance spectrum of HgS@BSA. B. Excitation and emission spectrum 
of HgS@BSA. Excitation spectrum is taken by monitoring at 730 nm. Luminescence spectrum is 
collected with 450 nm excitation. 
 

 

Figure 6.2. Luminescence spectra (λex = 550 nm) of HgS@BSA at different time indicating the 

high stability of QDs. 
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Figure 6.3. Luminescence spectra (λex = 550 nm) of HgS@BSA at different pHs showing the 
maximum stability of the QDs at pH=7. 
 
 

 

Figure 6.4. Steady-state luminescence spectra of HgS@BSA measured at different temperatures. 

 

By varying the experimental conditions, e.g., Hg/S ratio we have achieved the 

variation of QDs diameter, resulting the tunability of their luminescence (Figure 6.5A). 

As shown in Figure 6.5B, a variation of excitation peak maxima is clearly observed, 

pointing to the presence of QDs having different sizes. In photoluminescence spectra the 

peak maxima varied from 680-800 nm which corresponds to a QD diameter from 4-10 nm 

according to our DLS results (Figure 6.5C). 
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Figure 6.5. Normalized spectra. (A). luminescence, (B) excitation and (C) dynamic light 
scattering spectra for HgS@BSA QDs with different Hg/S molar ratio. 
 

HR-TEM image confirmed the presence of nearly spherical nanocrystals having a 

size of 3.80.2 nm (Figure 6.6A). As shown in Figure 6.6B, characteristic hydrodynamic 

diameter of BSA is shifted from 5.6 (0.6) nm to 9.3 (0.6) nm in DLS after the formation 

of HgS QDs. This observation is consistent with the fact that QDs are formed within the 

protein matrix. Again, the size obtained from the TEM study is roughly comparable to 

the swelling of the protein size (~4.4  0.6 nm), as revealed from our DLS measurements. 

HR-TEM image of the HgS QDs is shown in Figure 6.6C. The distance between two 

adjacent planes is 0.256 nm, corresponding to the (200) lattice plane of cubic -HgS 

(ICDD, Reference no: 00-002-0453). The distinct fringe spacing and the corresponding 

selected area electron diffraction (SAED) pattern (inset of Figure 6.6C) reveal the 

reasonably good crystallinity of the as-prepared HgS QDs. Energy dispersive X-ray 

analysis (EDAX) spectrum and elemental mapping of the scanning electron microscopy 

(SEM) image. Figure 6.6D demonstrates the EDAX spectrum of the HgS@BSA. SEM 

image of the HgS@BSA and EDAX maps using C K, O K, S K, Hg L and Na K are shown 

in the inset of Figure 6.6D. 
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Figure 6.6. A. Typical TEM images of HgS QDs. The size distribution of HgS@BSA is shown in 
the inset. B. Dynamic light scattering spectra of BSA (black) and HgS@BSA in aquous solution at 
pH~9. The swelling of the protein size by 4.4 nm has also been assigned. C. High-resolution 
TEM micrograph of HgS QDs. SAED pattern in an area including HgS QDs is shown in the 
inset. D. EDAX spectrum collected from HgS@BSA. Inset showing the SEM image of the 
HgS@BSA sample from which the EDAX spectrum was taken. EDAX maps using C K, O K, S K, 
Hg L and Na K are also shown in the inset. 
 

X-ray photoelectron spectroscopy (XPS) of the intermediate, HgO@BSA and the 

final product, HgS@BSA were carried out to verify the oxidation state of Hg and  

elemental composition. Survey spectra of HgO@BSA and HgS@BSA show the expected 

elements, C, N, O, S (from protein and QDs) and Hg (from QDs) (Figure 6.7). The Hg 4f 

regions of the above samples are compared with the synthesized bulk HgO and HgS in 

Figure 6.8. The Hg 4f7/2 peaks of bulk HgO and HgS appeared at 100.6 and 100.1 eV, 

respectively whereas in HgO@BSA and, HgS@BSA, they are at 101.4 and 100.6 eV,  
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Figure 6.7. XPS survey spectra of (a) HgO@BSA and (b) HgS@BSA which show the expected 

elements. 

 

Figure 6.8. XPS spectra in the Hg 4f region of (a) bulk HgO, (b) bulk HgS, (c) HgO@BSA and 
(d) HgS@BSA. The vertical dotted lines represent the Hg 4f7/2 binding energies. 

 

respectively. This expected increase in the nanoparticles confirms the presence of 

mercury in +2 state in all the samples. The shift of Hg 4f7/2 peak to higher binding 

energy region in both HgO@BSA, and HgS@BSA samples indicate the functionalization 
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of HgO, HgS by protein and the difference from the corresponding bulk systems. 

Presence of S 2p3/2 in bulk HgS at 161.2 and 168.0 eV is due to sulphide and partially 

oxidized species like sulphate, respectively (Figure 6.9A). Formation of HgS in protein 

sample was confirmed by the presence of S 2p3/2 around 161.2 eV (Figure 6.9B, trace b). 

Presence of other sulphur species like disulphides and sulphates (due to X-ray induced 

damage which is expected in protein samples) [16] are observed in HgO@BSA and 

HgS@BSA samples (S 2p3/2 peaks at 163.3 and 167.8 eV). 

 

Figure 6.9. XPS spectra. A) S2p region of bulk HgS B) S2p region of (a)HgO@BSA and 
(b)HgS@BSA shows the presence of feature which is present in bulk HgS. 
 

Raman spectroscopic measurements were performed on the HgS QDs formed and 

the reaction intermediate to elucidate the reaction mechanism. The spectra of bulk HgO, 

bulk HgS, HgO@BSA, HgS@BSA and BSA are compared in Figure 6.10A. Bulk HgO 

has a main band centred at 334 cm-1 whereas the intermediate has a red shifted feature at 

330 cm-1; which originates from the oxygen inter-chain mode of the HgO with Ag 

symmetry [23]. These features are highlighted using a dotted circle in Figure 6.10A. 

Raman spectrum of the HgS QDs shows a slightly blue shifted peak around 262 cm-1, in 

comparison to bulk HgS which has a feature at 254 cm-1 (dashed circle) originating from a 

mode of A1 symmetry [24]. BSA shows several Raman features corresponding to the 

detailed structure of the protein including the amide signatures [25]. It should be noted 

that several of these features are retained in the Raman spectra of the reaction 

intermediate and the QDs confirming the formation of HgO and HgS, respectively in the 

protein. In the case of HgO@BSA, the amide regions of the protein are more distorted (or 

several features could be merged) than in the case of HgS@BSA. 
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Figure 6.10. A. Raman spectra of BSA, bulk HgO, HgO@BSA, bulk HgS and HgS@BSA in solid 
state collected using 633 HeNe laser. The violet marking highlights the presence of features due 
Ag oxygen inter-chain mode in HgO and HgO@BSA as well. The dark yellow marking highlights 
the presence of HgS vibrations (A1 mode of the sulfur atom in HgS) in the NIR emitting HgQD 
confirming the product to be HgS@BSA. B.Second derivative spectra of amide I region of BSA, 
HgO@BSA and HgS@BSA.  C. Circular dichroism spectra of BSA (red), BSA-Hg(II) complex 
(blue), HgO@BSA (pink) and HgS@BSA (yellow). 

 

FTIR has been one of the most common methods to investigate the structure of 

proteins by probing their functional group signatures. Amide I, II and III bands provide 

the information about secondary structural changes in proteins [26-28]. Solid state IR 

analysis results suggested, in general, that the bands were broadened and shifted to a 

higher frequency, suggesting perturbation of the secondary structure. Spectral regions 
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between 1600–1690, 1480–1575, 1229–1301 and 3300 cm-1 have been assigned as  amide 

I, amide II, amide III and amide A, respectively (Figure 6.10B). Increase in the intensity 

and decrease in the peak width is seen around 1399 cm-1  which is attributed to the C=O 

stretching of COO- suggests that the COO- groups are more influenced by the formation 

of HgO and HgS or could be associated with Hg in the protein matrix. Regions between 

1651-1658 , 1618-1642 cm-1, 1666-1688 cm-1, and 1650±1 cm-1 have been assigned as α-

helix, β sheets, turns and unordered structures, respectively [28]. The band appearing 

around 700 cm-1 can be assigned to –NH2 and –NH wagging and the band around 2960 

cm-1 can be attributed to C–H vibrations. Band near 1400 cm-1 is due to C=O stretching 

of COO-, and that at 1468 cm-1 can be assigned as C–H deformation of >CH2, and the 

band at 3500 cm-1 is due to O–H stretching [26, 28]. In the second derivative spectra, 

compared to native BSA, in HgO@BSA and HgS@BSA, the alpha helix content 

decreased significantly as the prominent band at 1655 cm-1 disappeared and increase in β-

turns in the 1662-1688 cm-1 region was also observed. In case of HgO@BSA, 

comparatively the β-turn content was higher than native BSA and HgS@BSA, 

suggesting more perturbation in the intermediate form. A new band around 1651 cm-1 

may be attributed to the increased in random coil structures.This observation is 

coroborated by observation made in Raman measurements. 

Circular dichroism (CD) has been employed to study the conformational 

behaviour of BSA before and after the formation of the HgS QDs. Native BSA displays 

CD features with minima at 208 and 222 nm, corresponding to the secondary structure of 

the protein (Figure 6.10C). Figure 6.10C shows the decrease of molar ellipticity in 

presence of Hg(II), which describes more structural perturbation. From Figure 6.10C, it 

is also reflected that there is an insignificant perturbation of the secondary structure of 

the protein after the addition of Na2S. The observation clearly signifies that addition of 

Na2S has minimal effect on the secondary structure of the protein. 

The optical responses of HgS QDs towards metal ions such as Hg(II), Ca(II), 

Cu(II), Co(II), Zn(II), Ni(II), Cd(II), Mg(II), Na(I), and K(I) have been investigated. 

Among these ions, only Cu(II) and Hg(II) can quench the luminescence of the as-prepared 

HgS QDs. Figure 6.11 demonstrates the high optical selectivity and sensitivity towards 

Cu(II) and Hg(II) over the other biologically relevant metal ions and could be seen with 

naked eye (Figure 6.11, lower panel). The mechanism to be proposed below is due to the 
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following reasons: A number of sulphur and Hg(II) (having 5d106s0 electronic 

configuration) are present on the surface of the HgS QDs. Addition of metal ion to the 

HgS QD solution therefore generates two possibilities: either it will interact with sulphur 

or mercury. Moreover, sulphur has an affinity towards other metal ions including Hg(II), 

Cu(II), Zn(II) and Cd(II). Thus, if quenching of the luminescence of QDs occurs through 

the interaction with sulphur, then the all the above mentioned metal ions are expected to 

reduce the luminescence of HgS@BSA. However, almost insignificant change in the QDs 

luminescence spectrum with Zn(II) and Cd(II) as revealed from Figure 6.11, clearly rules 

out the possibility of luminescence quenching through the interaction with sulphur. 

Recent theoretical studies suggest that metal centres with a d10 electronic configuration 

have a strong affinity towards other closed shell metal ions with similar electronic 

configuration[29]. In particular, this phenomenon associated with strong d10-d10 

interaction is known as metallophilic interaction[30]. This interaction originates due to  

  

 

Figure 6.11. Upper panel. Selectivity of the HgS@BSA to different metal ions. The luminescence 
intensities are recorded at 730 nm. For all cases, the final metal ion concentrations are 50 ppm. 
Dotted line refers to see the change of luminescence with respect to the control one. Lower panel. 
Photographs of the HgS@BSA solution under UV light after addition of 50 ppm of various metal 
ions. 
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dispersive forces which are further augmented by relativistic effects[30]. In the case of 

mercury ion (5d106s0), a number of examples of such interactions are present in the 

literature, even in absence of protecting ligands [13, 14, 31]. Our study suggests that 

luminescence quenching of HgS QDs in presence of Hg(II) is due to the same 5d10-5d10 

metallophilic interaction (Scheme 6.2). In case of Cu(II), luminescence quenching could 

occur through 5d10-3d10 metallophilic interaction as in the protein environment Cu(II) is 

reduced to Cu(I) (Scheme 6.2) [32]. In order to unravel the consequence of the 

metallophilic interaction, a series of systematic picosecond resolved photoluminescence 

studies have been performed. The faster excited state lifetime of the HgS/Hg(II) and 

HgS/Cu(II) with respect to that of the free HgS QDs are clearly noticeable from Figure 

6.11. Details of the fitting parameters of the time-resolved decays are tabulated in Table 

6.1. As evidenced from our study, the nature of the quenching of QDs lifetime by metal 

ion is dynamic. 

Table 6.1. Picosecond resolved luminescence transients of HgS@BSA in absence and 
presence of Hg(II) and Cu(II). Lifetime values of the HgS@BSA system in presence of well-
known electron accepting agent, benzoquinone has also been shown. The luminescence of 

HgS QDs (max = 730 nm) has been detected with 409 nm excitation laser. Numbers in the 
parentheses indicate relative weightage. 

 

System 1(ps) 2(ps) 3(ns) 4(ns) av(ns) 
HgS@BSA - 120(0.23) 1.8(0.40) 12.5(0.36) 5.2 

HgS@BSA_Hg(II) - 105(0.43) 1.2(0.42) 6.5(0.15) 1.5 

HgS@BSA_Cu(II) 30(0.82) 430(0.07) 2.5(0.07) 17.0(0.04) 1.0 

HgS@BSA_BQ 55(0.86) 320(0.12) 1.2(0.02) - 0.1 

 

There are two possible types of dynamic quenching mechanism through which a 

metal ion centre can induce the non-radiative deactivation of QDs luminescence: electron 

transfer or energy transfer. As far as the electron-transfer mechanism is concerned, it can 

occur between species in intimate contact. Energy transfer, which involves deactivation of 

an electronic excited state of the donor and concomitant formation of an excited state of 

the acceptor, can occur via through-space (Förster) or through-bond (Dexter) 

mechanisms [33]. The Förster mechanism[34] requires direct donor–acceptor spectral 

overlap and arises from the Coulombic interaction between the donor and acceptor 

electric fields. However, in case of HgS-Cu(II)/HgS-Hg(II), the probability of such 

energy transfer is usually negligible due to the lack of absorption of the unsupported 

metal ions (Cu and Hg). Dexter transfer [35] is identical to the Förster mechanism but 
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does not require significant oscillator strength on the part of the acceptor. It requires 

direct donor–acceptor orbital overlap; and has exponential distance dependence with a 

range of ~1 nm.  

 

 

Figure 6.11. A. The picosecond-resolved fluorescence transients of HgS QDs, in the absence 

(red) and in the presence of acceptor Hg(II) (blue). B. The picosecond-resolved fluorescence 
transients of HgS QDs, in the absence (red) and in the presence of acceptor Cu(II) (cyan). Inset 
showing the same of HgS QDs, in the absence (red) and in the presence of benzoquinone (blue). 

 

In the present study, both the possibilities i.e., electron transfer or Dexter energy 

transfer are open to Hg(II) and Cu(II) that can induce the lifetime quenching of the HgS 

QDs. To investigate the electron transfer dynamics from the HgS QDs upon excitation, 

we have studied the complexation of the HgS QDs with an organic molecule, 

benzoquinone (BQ), which is well-known as an electron acceptor [36] and efficiently 

accepts excited electrons from the surface of the semiconductor quantum dots [37]. As 

revealed from the inset of Figure 6.11B, in the presence of BQ a very sharp decay 

(monitored at 730 nm) is observed, which is associated with the transfer of excited 
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electrons from the conduction band of the HgS QDs into the LUMO of BQ molecules. It 

can be seen from Table 6.1 that HgS/BQ system exhibits an ultrafast time component of 

55 ps with a majority (86%) of the excited electrons following this path. The similar 

faster decay component i.e., 30 ps (82%) in the presence of Cu(II) as compared to HgS/BQ 

system at the same excitation of 409 nm may be indicative of favourable electron transfer 

from the HgS QDs to the Cu(II) rather than Dexter energy transfer. However, the 

possibility of such kind of energy transfer can-not be completely ruled out. 

 

 

Scheme 6.2. The Schematic representation of the excited-state quenching mechanism for the 
Cu(II) and Hg(II) ion. HOMO and VB represents highest occupied molecular orbital and valence 
band, respectively. 

 

After the addition of Hg(II) solution to the HgS@BSA, although the decay is 

faster compared to the HgS@BSA, no such ultrafast time constant with majority like 

HgS/BQ system has been found, which reveals the electron transfer is not associated 

with this process. Assuming the formation of Hg(II)-Hg(II) metallophilic bond, the filled 

5dz
2 and empty 6s orbital of each Hg(II) would overlap with each other [38], which then 

give rise to a bonding and anti-bonding orbitals [39]. Reorganization of these orbitals 

would therefore lead to a new energy-accepting levels on the Hg(II), which provides the 

basis of double electron exchange process (Dexter). We have also estimated the rate of 

energy transfer (kET) and energy transfer efficiency (E) by using the following equations: 

1/ 1/q uET
k      (6.1) 

1 /q uE       (6.2) 
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where, q is the “quenched” lifetime, here 1.5 ns; and u is the “unquenched” lifetime, here 

5 ns. From our time resolved study, the rate of energy transfer (kET) and energy transfer 

efficiency (E) are found to be 4.7 x 108 s-1 and 72%, respectively. 

 

 

Figure 6.12. Dynamic light scattering spectra of HgS@BSA solution alone (red) upon addition of 
Cu(II) (green) and Hg(II) (blue). 

 
Additionally, we have performed DLS study to know the effect of aggregation on 

the luminescence of as-prepared HgS@BSA. As shown in Figure 6.12, the addition of 

Hg(II) to HgS@BSA solution has insignificant effect on the size of HgS QDs, which rules 

out the possibility of luminescence quenching due to QDs aggregation [16]. In case of 

HgS@BSA solution containing Cu(II), the DLS peak at ~9 nm remains unaltered, 

however, a new peak around 150 nm appeared which is consistent with the aggregation of 

the free protein in solution [16]. To further confirm the aggregation effect by Cu(II) and 

Hg(II), a control experiment has been carried out with ethylenediaminetetraacetate 

(EDTA). EDTA can chelate both the metal ions in a 1:1 ratio and Cu(II) has more affinity 

towards EDTA than BSA [40]. If the metal ion induces the aggregation of the 

HgS@BSA, then, in the presence of EDTA, the metal ion would be chelated and should 

result in the recovery of its luminescence. However, no such recovery effect has been 
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observed even in 1:2 (metal ion:EDTA) ratio (data not shown) which further corroborates 

the direct interaction between the QDs with Cu(II) and Hg(II) ions. Attempt has also 

been made to separate the metal ions from the protein capped QDs by extensive dialysis 

against MQ water. However, no evidence of the dissociation of the metal ions resulting 

the recovery of the QD luminescence has been observed. 

 

6.3. Conclusion 

We have developed a simple straightforward biomineralization process for the 

synthesis of HgS QDs using a model protein, BSA. These QDs are extremely stable, 

tunable luminescence from 685-800 nm and highly quantum efficient. The luminescence 

of as-prepared QDs can be used as highly sensitive and selective sensing system for the 

detection of Hg(II) and Cu(II). The sensing mechanism is demonstrated to be based on 

the formation of metallophilic bond between Hg(II)/Cu(II) and Hg(II) present onto the 

surface of the HgS QDs. In the excited state, the metallophilic bond facilitates the Dexter 

energy transfer to the Hg(II) and electron transfer to the Cu(II) over the other processes 

associated with the dynamic quenching. The synthetic approach and the metal ion 

sensing with proper mechanism described herein may be extended to other types of 

protein-semiconductor conjugates with tailored properties for diverse applications. 
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Chapter 7 

Synthesis and Promising Application of a Potential 
Nanobiocomposite 

 

7.1. Introduction 

Transition metal chalcogenide semiconductors display interesting properties that are 

important for sensing, catalysis, photovoltaic, and even biology [1-8]. In particular, 

Molybdenum disulphide (MoS2) is a prototypical transition metal dichalcogenide material 

which consists of covalently bonded Mo and S atoms. It is an indirect band gap 

semiconductor in its bulk form with a band gap of 1.29 eV [9]. These nano-materials 

have been known in the form of layered 2D sheet, nested fullerene-like nanodots, 

inorganic nanotubes or even as nanocrystals [10-14]. Although graphene is the best 

among all the known 2D materials, MoS2 nanosheets have proved to be certainly 

promising as it exhibit robust mechanical properties and superior electrical performance 

[15, 16]. MoS2 is also an effective lubricant because of its layered structure. Ultrathin 

layers of MoS2 display strong photoluminescence that increases when the material is 

thinned from multilayer to monolayer because of the indirect-to-direct transition, arising 

from quantum confinement effects [17]. Nano structured MoS2 has been demonstrated to 

be an efficient catalyst for hydrogen evolution reaction (HER) and hydro desulfurization 

(HDS) [18]. That all these intense properties are combined in one material implies that 

MoS2 could also be one of the most valuable materials in nanotechnology. 

MoS2 nanosheets, nanofibers and nanorods have been prepared by a number of 

techniques-such as liquid exfoliation [19], vapour deposition [20], hydrothermal [21], 

electro-spinning [22], wet chemical methods [23] etc. At the same time, the colloidal 

synthesis of MoS2 nanocrystals (NCs) is quite delicate, and as a result, there is less 

development compared to other synthetic routes. MoS2 nanoparticles having size 

between 10 and 40 nm have been synthesised by metal-organic chemical vapour 

deposition method [24, 25]. Other approaches like sonochemical [26], solvothermal 

[27] or thermal decomposition methods [28] do exist, however, lack of size and shape 

control, and produce poorly crystalline or totally amorphous products with little solvent 

dispersity. Yu et al. have reported less than 5 nm MoS2 NCs, unfortunately dispersible 

only in organic solvents[13]. All these methods involved complex or high temperature 
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reaction, and the morphology cannot be easily controlled. So, it is still a challenge to 

develop a facile, room temperature method to synthesize MoS2 NCs. 

The importance of finding a proper synthetic route for MoS2 nanocrystals has 

been a driving force for the present work. The use of biomolecules would be an 

interesting template for the synthesis of MoS2 nanocrystals as they are known to be 

nontoxic, viable and excellent protecting agents. Quantum dots of ZnS, CdS, HgS and 

PbS have been synthesised using various biomolecules [2, 29-32]. Among many 

biological systems that could participate in biomineralization and be indeed used as a 

biotemplate, DNA have been the subject of particular attention due to its excellent and 

predictable self-assembly properties, high rigidity of their double helices on the 

nanoscale, their stabilizing property and most importantly high affinity towards the 

metal cations. For example, self-assembled functionalization properties of DNA have 

enabled researchers to generate well-defined nanoparticles, quantum dots or even various 

superlattices [31, 33, 34]. Herein, we report a facile wet chemical synthesis of MoS2 NCs 

using DNA macromolecules. To the best of our knowledge this is the first time DNA has 

been used to synthesise and anchor MoS2 NCs. High resolution transmission electron 

microscopic (HRTEM) study reveals that nanoparticles are highly crystalline in nature 

with average diameter of ~5 nm. UV-vis absorption study and the corresponding band 

gap calculation demonstrate that as-synthesised NCs are in quantum confinement 

compare to the bulk MoS2. Moreover, our Raman spectroscopic studies indicate that the 

optically attractive MoS2 NCs could be Raman active in strong resonance condition. The 

presence of strong Raman peak at 447 cm-1 along with 2nd and 3rd order Raman line in 

case of MoS2 thin film further reinforce our justification on resonance Raman effect. In 

the present study, we also establish that akin to the other nanomaterials, MoS2 NCs could 

be an efficient fluorescence quencher. For that, we have chosen Hoechst33258 (referred as 

H258 henceforth), which is well-known as a potential DNA minor groove binders. It 

could be a Förster resonance energy transfer (FRET) donor when confined in DNA. 

Afterwards, we show efficient energy transfer between H258, and proximal MoS2 NCs 

confined in DNA by using steady-state and time resolved spectroscopy. We first 

demonstrate a FRET based model, which follows 1/r6 distance dependence, to calculate 

the donor-acceptor distance (r). We then explore the probability of donor-acceptor 

distance distribution by using a simple mathematical model. Finally, employing the 



133 

 

kinetic model developed by Tachiya (for the quenching of luminescent probes) [35, 36], 

we analyze the picosecond-resolved fluorescence results to understand the kinetics of 

energy transfer. 

 

7.2. Results and Discussion 

7.2.1. MoS2 Nanocrystals Confined in DNA Matrix Exhibiting Energy Transfer 

[37]: 

The process for synthesizing the MoS2 nanocrystals (NCs) is simple and involves 

two steps. First, addition of molybdenum chloride to the DNA solution followed by the 

increase of pH to 9 (by the addition of NaOH) under vigorous stirring renders the 

molybdenum ion to be coordinated with the DNA. After 6-8 hrs the solution becomes 

colourless. Finally, sodium sulphide (Na2S) is added and pH of the solution has been 

adjusted to 6 by adding hydrochloric acid (HCl). The colourless solution turns into 

yellow indicating the formation of MoS2 NCs. We have analyzed the as-synthesised NCs 

by various microscopic and spectroscopic techniques. A typical transmission electron 

microscopic (TEM) image of the MoS2 NCs is shown in Figure 7.1a. The NCs appear to 

be spherical in shape and fairly uniform in size. The particle sizes are estimated by fitting 

our experimental TEM data over 45 particles which provides the mean diameter of ~5 

nm (Figure 7.1b). High-resolution (HR) images of single particle are shown in Figure 

7.1c & d. The HRTEM images shown in Figure 7.1f & g, as well as the selected area 

electron diffraction (SAED), demonstrate the crystalline nature of the as-synthesised 

particles. The distance between two adjacent planes is 0.25 nm, corresponding to the 

(102) lattice plane of hexagonal MoS2 [38](International Centre for Diffraction Data 

(ICDD), Reference no: 00-006-0097). Further confirmation regarding the composition of 

as-prepared NCs is also evident from Energy-dispersive X-ray spectroscopy (EDAX). 

Figure 7.2a illustrates the UV-vis absorption spectra of DNA and MoS2@DNA in 

water. Well-defined absorption bands featuring at 384 nm and 468 nm appear for the 

final MoS2@DNA solution. Chikan et al have reported size dependent spectroscopic 

study of MoS2 nanoclusters [28]. They have established that MoS2 nanoclusters having 

size in between 3-8 nm have absorption maxima around 362-470 nm. Since the two 

absorption peaks are present in MoS2@DNA absorption spectrum, we associate the peaks 
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Figure 7.1. a & f. TEM image of the MoS2 NCs. b. size distribution curve. c & d. HRTEM images 
of single MoS2 NC. e. EDAX spectrum collected for MoS2@DNA. g. HRTEM image and selected 
area electron diffraction (SAED) pattern (inset). 

with different size of MoS2 NCs rather 1st and 2nd order quantum confined state of the 

same NCs. This observation is also consistent with the broad size distribution obtained 

from our TEM studies. The optical band gaps of MoS2 NCs, measured from the onset of 

the absorption peaks, are ∼ 2.30 eV and 2.51 eV respectively (Figure 7.2b). Taking into 

account the band gap of bulk MoS2, i.e., 1.29 eV, one might expect photoluminescence 

from the as prepared NCs due to large quantum confinement effect. However, no such 
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Figure 7.2. a. UV-vis absorption spectra of DNA and MoS2@DNA in water. Well defined 
absorption bands of the NCs are marked with arrows. b. Band gaps from the onset of the 
absorption bands of the MoS2 NCs. c. Photographs of DNA and MoS2@DNA solution under 
visible light. 

photoluminescence has been observed from our as prepared NCs (data not shown), which 

reveals that evolution of photoluminescence due to quantum confinement effect may not 

be applicable for our NCs; rather it is more relevant for MoS2 nanosheets [17]. 

Photographs of the DNA and MoS2@DNA solutions under visible light are shown in 

Figure 7.2c. 

It is important to know the role of various parameters during the synthesis as it 

would be beneficial for scalable synthesis. We propose that sodium hydroxide has a role 

for the binding of molybdenum ion to the DNA, whereas, acidic medium assists the 

formation of hydrogen sulphide (H2S) from Na2S, which then react with Mo-DNA 

complex. Direct addition of Na2S to the molybdenum chloride solution at acidic pH leads 

to the formation of bulk MoO3 precipitate as reflected from the Raman spectrum (Figure 

7.3) [39]. To investigate MoS2 binding sites of DNA, we have performed FTIR studies. 

Figure 7.4 compares the FTIR of DNA and MoS2@DNA. Absorptions in the 1500~1250 

cm-1 region are caused by base-sugar vibrations. Sugar-phosphate vibrations appear  
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Figure 7.3. Raman spectrum (488 nm excitation) of the precipitate obtained from the mixture of 
MoCl5 and Na2S at acidic pH. The entire region of the spectrum matches with bulk MoO3 powder 
indicates that presence of DNA is essential for the synthesis of MoS2 NCs. 
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Figure 7.4. FTIR spectra of DNA (black colour) and MoS2@DNA (red colour).  
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in the 1250~1000 cm-1 region. From the spectra, we can observe that both the spectral 

regions have perturbed significantly which indicates that there is a significant interaction 

of the MoS2 with the DNA and that the samples are not merely mixtures of DNA and 

MoS2. 

Raman spectra have been recorded at ambient temperatures using different 

excitation wavelengths. Figure 7.5 displays the Raman spectra of MoS2@DNA excited by 

488 nm and 785 nm lines, respectively. It is clearly observed that there is a variation of 

peak intensity corresponding to the change in the excitation line. As depicted in Figure 

7.5, the Raman spectra obtained upon excitation with 488 nm line have peaks at 450 and 

901 cm-1, respectively, whereas a broad peak around 450 cm-1 has been observed for the 

785 nm excitation line. The evident peak broadening could be caused by the low spectral 

 

 

Figure 7.5. Raman characterization of MoS2@DNA in solid state using 488 nm (red) and 785 nm 
(blue) excitation line. 

resolution of the Raman spectroscopy with 785 nm laser or due to the small size of the 

NCs integrated in large macromolecules. In contrast, in case of 488 nm excitation the 

Raman spectrum shows strong peaks owing to the resonance Raman (RR) scattering, 

because the 488 nm line is in resonance with the band gap of the MoS2 NCs (2.3 eV). 

Furthermore, second order Raman peak at 901 cm-1 also provides evidence about the RR 

effect. 
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Frey et al. disputed that the broad asymmetric peak around 450-460 cm-1 for bulk 

MoS2 consists of two peaks, i.e., a 2nd order zone-edge phonon peak 2LA(M) at 454 cm-1 

and a 1st order optical phonon peak A2u at 465 cm-1.[40] Li et al. ascribed that the 

asymmetric feature splits into three peaks around 440, 450, and 459 cm-1 where the 440 

cm-1 peak has been assigned to Mo-S vibrations for oxy-sulphide species and the later 

provided the supportive evidence for Frey et al.’s argument.[41] Most recently, Rao et 

al. have reported resonant Raman studies of few layers of MoS2, where they have found 

that 450-460 cm-1 region become intense in resonance condition.[42] Taking into 

account the high resonance conditions, we anticipate that 450 cm-1 peak observed for 

MoS2 NCs excited by 488 nm line is due to the strong electron-phonon coupling as 

expected in RR scattering. 

 

Figure 7.6. Raman Raman spectra of CTAC (pink), DNA (green) and MoS2@DNA-CTAC film 
(blue). 488 nm excitation line has been used for the Raman studies. Inset shows the absorption 
spectrum of the MoS2@DNA-CTAC thin film. 
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As 2D MoS2 has huge application in mechanics and field-effect transistors (FETs) 

at the nanoscale [43-45], we choose to prepare thin film of MoS2 NCs. The procedure for 

the synthesis of MoS2@DNA-CTAC thin film has been mentioned in the experimental 

section. The UV-vis absorption spectrum of the film has been shown in the inset of 

Figure 7.6. As both CTAC and DNA have no UV-vis absorption after 300 nm, implying 

that 395 nm and 484 nm peaks are solely due to the MoS2 NCs. Note that, the absorption 

peaks have been red shifted in the thin film, and the effect of which is later reflected in the 

Raman spectrum of the MoS2@DNA-CTAC thin film. In comparison with solid 

MoS2@DNA, MoS2@DNA-CTAC thin film has more intense Raman peaks (excited by 

488 nm line), as depicted in Figure 7.6. Raman spectra of DNA and CTAC alone have 

also been shown in the Figure 7.6. While most of the Raman peaks of DNA and CTAC 

remain unaltered, a strong peak at 447 cm-1 along with two other peaks at 896 cm-1 and 

1346 cm-1 are clearly evident in the MoS2@DNA-CTAC thin film. The fact that Raman 

peaks originated for the MoS2 thin film are much stronger as well as blue shifted about 3-

4 cm-1 compare to MoS2@DNA in the solid state. In obvious contrast, the strong 

resonance condition arises in the MoS2 thin film, as the laser excitation energy coincides 

more with the electronic absorption band of the MoS2 thin film compare to MoS2@DNA, 

causing an enhancement in the total scattering cross section. 

To investigate any conformational and structural changes in DNA, due to the 

formation of MoS2 NCs, circular dichroism (CD) spectroscopy has been carried out. 

Figure 7.7 represents the CD spectra of DNA, in absence and presence of MoS2 NCs. As 

evidenced from the Figure, a negative band at 246 nm and a positive band at 280 nm 

point towards the B-form of DNA, consisting with the existing literature [46]. 

Insignificant broadening with a slight red shift of the 280 nm band in the CD spectrum of 

MoS2@DNA indicates a little perturbation of the DNA structure. Decrease of molar 

ellipticity of the 248 nm band as well as slight increase of 280 nm band intensity in the 

presence of MoS2 NCs indicate the perturbation of overall secondary structure of the 

DNA. The study of DNA-nanoparticle (NP) interaction by Narayanan et al. and many 

others have also reported this kind of perturbation and argued that the perturbation may 

be associated with the condensation of the DNA in presence of NPs as it could easily 

wrap around the NPs due to its flexible nature [47-49]. Our study also provides a 

supportive evidence for their argument. 
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Figure 7.7. Circular dichroism spectra of DNA and MoS2@DNA in water. 
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Figure 7.8. UV-vis absorption spectra of MoS2@DNA before and after interaction with different 
concentrations of hydrazine (a) and DMA (b). Spectrum of DMA is also shown in dotted line. 

 

A very recent studies by Rao et al. demonstrated that MoS2 could be a p-type 

conductor, so it would prefer to interact with electron donor molecules [50]. They have 

shown the charge-transfer interaction of MoS2 with an electron donor molecule like 

tetrathiafulvalene (TTF) by monitoring the absorption band of TTF as well as MoS2. We 
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have also monitored the UV-vis spectrum of the MoS2 NCs with various concentration of 

a well-known electron donor, however, the absorption bands of MoS2 NCs remain 

unaltered indicating that MoS2@DNA could not accept electron in the ground state  

(Figure 7.8). It is widely accepted that nanomaterial confined in biomolecule involves in 

the energy transfer process and several studies have been performed on this direction 

[49, 51, 52]. Now, the question is, could MoS2 NCs adequately quench the fluorescence 

of the dye/donor molecules so that it can replace some of the currently used 

nanomaterials? In the present study, we have taken H258 as donor, which is a well-

known dye that interacts with the minor grooves of the DNA molecule. Steady-state 

fluorescence measurements have been carried out on both the H258-DNA and 

MoS2@H258-DNA solutions. It has been found that fluorescence of H258 underwent 

drastic quenching in presence of MoS2 NCs. Figure 7.9b depicts the fluorescence spectra 

of H258 without and with the presence of MoS2 NCs. As evidenced from the Figure, an 

unprecedented fluorescence quenching of 94% has been observed. The drastic quenching 

in the steady-state obviously proves the efficacy of the MoS2 NCs as a fluorescence 

quencher, however, does not provide any information about the nature of the quenching, 

i.e., whether it is static or dynamic. Picosecond-resolved fluorescence spectroscopy is a 

useful technique which provides information about the excited state dynamics. Figure 

7.9c shows the decay profiles of the H258-DNA and MoS2@H258-DNA monitored at the 

fluorescence maxima of the donor i.e., at 470 nm (ex = 375 nm). The decay transient of 

the donor (H258) has been fitted with two components with an average lifetime of 2.6 ns. 

The fluorescence decay trace of the donor-acceptor (MoS2@H258-DNA) could be fitted 

with a fast component, apparently corresponding to some nonradiative channel, along 

with two other components. The average lifetime of the donor-acceptor pair has been 

calculated to be 0.28 ns, which is much shorter than the donor’s average lifetime. Details 

of the fitting parameters of the time-resolved decays are tabulated in Table 7.1. Energy 

transfer, which involves deactivation of an electronic excited state of the donor and 

requires direct donor-acceptor spectral overlap, arises from the Columbic interaction 

between the donor and acceptor electric fields. Our study indeed demonstrates the 

incidence of huge spectral overlap between the fluorescence of the H258 (donor) and the 

absorbance of the MoS2 NCs (acceptor). The quenching of fluorescence decay transients 
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Figure 7.9. a. Spectral overlap between fluorescence spectrum of H258-DNA and the absorption 
spectrum of MoS2@DNA (the extinction coefficient value is for the acceptor, MoS2@DNA). b. 
Steady-state fluorescence quenching of H258 in presence of the acceptor MoS2@DNA. c. 
Picosecond-resolved fluorescence transients of H258-DNA and MoS2@H258-DNA monitored at 

470 nm (ex = 375 nm). d. Probability of distance distribution (P(r)) with respect to mean donor-
acceptor distance. 

 

Table 7.1. Fitted decay time constants of H258-DNA and MoS2@H258-DNA from 
picosecond time resolved experiments. Values in parentheses represent the relative weight 
percentage of the time components. Standard error is ~ 5%. 

System 1(%) 2(%) 3(%) av 

H258-DNA 0.30 ns (25%) 3.40 ns (75%) 0.00 ns 2.60 ns 

MoS2@H258-DNA 0.02 ns (90%) 0.92 ns (6%) 6.1 ns (4%) 0.28 ns 
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as well as the spectral overlap therefore leads to the association of energy transfer 

process.  

The fitting result obtained from the decay transients is typical of a FRET (Förster 

resonance energy transfer) donor decay transient, where rapid nonradiative transfer of 

energy from an excited donor to a ground-state acceptor manifests in a rapid drop off of 

the donor signal with time. We have estimated the energy transfer efficiency from the 

lifetime of the donor and donor-acceptor pair to be 89%. The energy transfer efficiency 

obtained from the lifetime measurements are different from the steady-state 

measurements, however, more reliable as former is more sensitive than the later because 

of the lamp fluctuation as well as many other process. It is noteworthy to mention that 

we have calculated the donor-acceptor distance by using FRET method. Details of the 

FRET have been described in the experimental section (see Chapter 2, Section 2.1.2). We 

have estimated the overlap integral J() to be 6.86 x 1015 M-1cm-1nm4 according to the 

equation 2.26 (see Chapter 2, Section 2.1.7). The characteristic Förster distance (R0) is 

calculated to be 55 Å. Using the efficiency of FRET, we have calculated the donor-

acceptor distance (r) to be is 38 Å. Taking into account that the average radii of the MoS2 

NC is 2.5 nm (25 Å) (from the TEM measurements), the calculated donor-acceptor 

distance indicates that the residing probability of the donor H258 is very close to the 

surface of the NCs. In order to get idea of the probability distribution of donor-acceptor 

distance, we have analyzed the time resolved decay transients of H258 in presence and 

absence of MoS2 NCs to construct the distance distribution function, P(r) (see Chapter 2, 

Section 2.1.7). As evident in Figure 7.9d, the half width (hw) of the distance distribution 

is found to be 4 Å. This corresponds to a very high efficiency of energy transfer.  

For better understanding of the energy transfer between the excited state of H258 

with MoS2 NCs, it is essential to know the distribution of acceptor (MoS2 NCs) around 

the H258 molecules (bonded to the minor grove of DNA), because this is a governing 

factor that can influence the efficient energy transfer as observed from the time resolved 

fluorescence studies (Figure 7.9c). In this regard, we have applied a kinetic model 

developed by Tachiya for the quenching of fluorescent probes [35, 36]. Figure 7.10 

demonstrates the time resolved fluorescence transients of H258 in absence and presence 

of MoS2 NCs and black curves correspond to the fitting of the decay transients with  
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Figure 7.10. Picosecond-resolved fluorescence transients of H258-DNA (blue) and MoS2@H258-
DNA (red), fitted with Tachiya’s kinetic model. The fitted curves are shown in black. 

Table 7.2. Fitted Overview of the value of quenching parameters using kinetic model 
developed by Tachiya. 

System ko[ns-1] mt kqt[ns-1] m kq[ns-1] 

H258-DNA 0.01 8.47 0.03 - - 

MoS2@H258-DNA 0.01 8.47 0.03 1.08 6 

 

equation 2.54 and 2.55 (see Chapter 2, Section 2.1.6 for details). The observed 

fluorescence transients were fitted using a nonlinear least squares fitting procedure 

(software SCIENTISTTM) to a function 
0

( ( ) ( ') ( ') ')
t

X t E t P t t dt   comprising of the 

convolution of the instrument response function (IRF) (E(t)) with exponential 

 0( , ) (0)exp{ [1 exp( )] [1 exp( )]}t qt qP t m P k t m k t m k t        . The purpose of this fitting is to 

obtain the decays in an analytic form suitable for further data analysis. Reasonably good 

fitting has been observed from the model. The quenching parameters are summarized in 

Table 7.2. The quenching rate constant (kqt), which corresponds to unidentified traps, are 

same even after addition of acceptor (MoS2 NCs), and this indicates the average number 
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of unidentified trap states to be the same. However, it is observed from Table 7.2 that the 

average number of unidentified traps state (m) increases with addition of acceptor 

molecules. Since, there are still many unknown parameters in the excitation dynamics of 

H258, for an accurate interpretation of this observation a more complex model is 

required. One important finding is the mean number of acceptor (MoS2 NCs) associated 

with the each donor is 1.08 and the estimated rate constant for energy transfer (kq) per 

acceptor molecules is 6 ns-1. The energy transfer rate calculated from conventional FRET 

model has been found to be comparable (3.57 ns-1) from the value obtained using 

Tachiya’s model (6 ns-1).  

 

7.3. Conclusion 

In conclusion, well crystallized ~ 5 nm MoS2 NCs have been synthesised in DNA 

matrix. The calculated band gaps from the optical absorption of MoS2 NCs confirm the 

quantum confinement of the NCs conjugated with DNA matrix. Strong electron-phonon 

resonance condition makes MoS2 NCs to be Raman active. Compare to MoS2 NCs, MoS2 

thin film has more intense Raman peaks as the laser excitation energy coincides more 

with the electronic absorption band of the MoS2@DNA-CTAC thin film compare to 

MoS2@DNA. Moreover, present study also reveals that similar to the other various 

nanomaterials, MoS2 NCs would have profound impact as an efficient fluorescence 

quencher. Analysis suggests that the fluorescence quenching of donor in presence of 

MoS2 NCs is mainly due to nonradiative decay channel which confirms the energy 

transfer process. Donor-acceptor distance of 38 Å has been estimated using the efficiency 

of FRET model. Further analysis of the probability of donor-acceptor distance 

distribution suggests that the donor molecules are very close proximity to the surface of 

the NCs. We have employed a kinetic model developed by Tachiya for understanding the 

kinetics of energy transfer from H258 to MoS2 NCs, assuming the Poisson distribution of 

the quencher molecules around H258 bound to the DNA minor grooves, which closely 

resembles the FRET data. Such a synthetic route of MoS2 NCs as well as thin film based 

on the DNA template may be extended to the other transition metal chalcogenide 

materials and we believe that MoS2 NCs-based energy transfer is expected to grow in 

near future. 
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Chapter 8 

Reduction of a Trace Element in Biological Matrix and 
its Potential Application in Toxic Metal Ion Sensing 

 

8.1. Introduction 

The drive towards optoelectronic nanodevices [1], bio-sensors [2], bio-imaging [3], 

nanoelectronics [4] and novel catalysts [5] has generated a need to synthesize new 

metal clusters. Compared to bulk materials, clusters are of fundamental interest due to 

their own intrinsic properties but also because of their intermediate position between 

molecular and materials science. Owing to their ultra-small size, biocompatibility, and 

highly luminescent properties, applications of these luminescent quantum clusters would 

be an attractive field to study. In the past few years, extensive studies have been 

performed on luminescent Au and Ag nanoclusters [6-10] using various templates such 

as peptides [11], DNA [12], thiols [13], dendrimers [14], polymers [15] and proteins 

[6]. Among all of them, the use of a biomolecule as template or scaffold for synthesis 

possesses many advantages in biological applications. However, to date, only a few 

experimental studies have given direct insight into copper nanoclusters [16-18] 

primarily because of the difficulty in preparing highly stable and extremely tiny Cu 

particles. Additionally, sub-nanometer sized Cu intrinsically suffers from unstable 

colloidal dispersion of its particles and easy surface oxidation on exposure to air. 

Therefore, it would be of great interest to develop very stable, highly luminescent, 

biocompatible copper quantum-clusters (Cu QCs) with emission in the visible range. 

 In this chapter, we report the synthesis of Cu QCs by a simple one-pot chemical 

reduction method by using a commercially available protein, bovine serum albumin 

(BSA). It has been demonstrated that BSA can be used as the model protein for the 

synthesis and stabilization of gold nanoclusters [6]. The resulting Cu QCs were highly 

resistant to oxidation and exhibits photoluminescence and highly stable properties in a 

colloidal dispersion. The as prepared blue emitting clusters were assigned a molecular 

formula based on MALDI-MS. The as synthesised quantum clusters were characterized 

thoroughly using various spectroscopic and microscopic techniques (UV-vis, 

luminescence, TEM, DLS, XPS, MALDI-TOF, TGA, and DSC). The effect of oxidizing 

agent on the luminescence property of the cluster solution was probed. The luminescence 
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of the QCs was exploited as a selective sensor for the detection of the toxic Pb2+ ion. The 

reason of quenching was found to be aggregation manifested as revealed from our DLS 

study. To the best of our knowledge this is the first time protein protected Cu QCs have 

been synthesised in a protein matrix and used as toxic metal ion sensor at ppm level even 

in the presence of other interfering ions. 

 

8.2. Results and Discussion 

8.2.1. Copper Quantum Clusters in Protein Matrix: Potential Sensor of Pb2+ Ion 

[19]: 

Although weak as compared to the 280 nm peak of pure BSA, a clear absorption 

spectrum at 325 nm appears in the final solution (Figure 8.1A). In order to realize the 

origin of 325 nm peak, we have taken into account any kind of oxidation product of the 

amino acids in protein. However, it is well known that, all the aromatic amino acids have 

a characteristic absorption peak ≤ 280 nm and a few tryptophan metabolites like 

kynurenine, 3-hydroxykynurenine, N-formylkynurenine have an absorption peak above 

300 nm. Our earlier extensive studies confirmed that kynurenine [20] and its derivatives 

[21] in proteins have a distinct UV-Vis peak at above 350 nm. The observed 325 nm 

absorption peak as well as the emission maxima (see below) revealed in the present study 

clearly rules out the possibility of any tryptophan metabolites rather the formation of a 

new type of material in the protein environment. The high-resolution transmission 

electron microscopy (HRTEM) images (Inset of Figure 8.1A) showed that the average 

size is 2.80.5 nm where the crystal lattice fringes are 2.02 Å apart which indicates the 

(111) planes of the metallic Cu. This is not surprising because clusters may fuse to form 

crystals in presence of strong electron beam irradiation [22]. Swelling of the protein size 

as revealed from dynamic light scattering (DLS) measurement indicates the formation of 

new species inside the protein having size about ~3 nm. Protein fragmentation as well as 

enhancement of aggregation is also shown in Figure 8.1B. Recently, it has been reported 

that fragmentation of protein can occur when pH of the environment changes drastically 

[23]. It is also well established that protein coordinates with copper ion to form 

aggregates [24]. 
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Figure 8.1. (A) UV-vis absorption spectra of BSA (red line) and CuQC@BSA solution (blue line). 
Inset: HRTEM of Cu QCs after being exposed to the electron beam. (B) DLS spectra of BSA (red) 
and CuQC@BSA (blue). All the parameters are same in both cases. 

 

XPS analysis is carried out to determine the oxidation state of copper in the 

samples. Two intense peaks are observed at 932.3 and 952.0 eV (Figure 8.2B), which are 

assigned to 2p3/2 and 2p1/2 features of Cu (0). Although the lack of a satellite feature is 

assured in the Figure 8.2B, a shakeup can be observed at 942eV, suggesting very minimal 

presence of Cu (II) in the system. It is also worth mentioning that the 2p3/2 binding 

energy of Cu (0) is only ∼0.1 eV different from Cu (I). Therefore, the valence state of the 

Cu in protein matrix most likely lies between 0 and +1. Previous studies confirmed that 

in gold clusters, atoms can have different oxidation states depending on their position 

inside the clusters [25, 26]. All other expected elements are seen in the survey spectrum 

(Figure 8.2A). 
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Figure 8.2. (A) XPS survey spectrum of CuQC@BSA (black). (B) XPS spectrum in the Cu 2p 
region of CuQC@BSA. (C) MALDI-TOF mass spectra of BSA (red) and CuQC@BSA (blue). The 
peaks due to singly, doubly, and triply charged ions of CuQC@BSA are expanded in the inset. 

 

As-synthesized material has been studied using matrix-assisted laser 

desorption/ionization time of flight (MALDI-TOF) mass spectrometry to understand the 

number of copper atoms in the cluster core. The mass spectrum of BSA showed a major 

peak at around 66.4 kDa due to the mono-cation, which agrees with previous results on 
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Ag15 clusters[27] (Figure 8.2C, Inset 1). Cu cluster containing BSA showed two distinct, 

but low intensity peaks at m/z 66 723 and 67 228 Da besides the parent protein peak. 

The difference between the above peaks with the host protein spectrum measured at pH 

12 may be attributed to the 5 and 13 copper atoms respectively; we assign the clusters to 

be Cu5 and Cu13. The presence of doubly as well as triply charged clusters along with the 

corresponding peaks of the protein observed in the MALDI MS data clearly indicates 

that the Cu cluster is associated with a single protein molecule (see Figure 8.2C, Inset 2-

3). From all the data presented so far, we conclude that the copper quantum clusters (Cu 

QCs) are formed within BSA and would be referred as CuQC@BSA henceforth 

 

 

Figure 8.3. (A) Excitation and emission spectra of CuQC@BSA at room temperature (pink and 
blue line). The inset contains the photographs of the CuQC@BSA under visible light (I) and under 
UV light (II). (B) Far-UV CD spectra of BSA (red) and CuQC@BSA (blue). Inset: 

photoluminescence decay of CuQC@BSA with instrument response function (IRF) ∼ 60 ps. 

Standard errors of decay time component are ∼5%. 
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Figure 8.4. A. Time evolution of the photoluminescence spectrum (λex = 325 nm) for CuQC@BSA 

during the synthesis of cluster. B. Photoluminescence spectrum (λex = 325 nm) of CuQC@BSA 
(red) and BSA (blue) at pH~12 while all the parameters are same in both cases.  
 

The luminescence of CuQC@BSA revealing distinct excitation and emission 

maxima at 325 and 410 nm, respectively is evident from Figure 8.3A. The peak position 

(325 nm) of the excitation spectrum is almost alike to the Cu QCs absorption band in 

Figure 8.1A. As the reaction progressed, a gradual increase in the luminescence from the 

solution has been observed (Figure 8.4A). After around 6–8 h of reaction, there is no 

further enhancement in the luminescence and the reaction is considered to be terminated. 

Moreover, for 325-nm excitation, integrated fluorescence quantum yield for CuQC@BSA 

is 0.15 using kynurenine as the reference. Protein alone shows insignificant emission 

upon 325 nm excitation at pH 12 (Figure 8.4B) confirming the absence of emitting amino 

acid metabolites. At this juncture it is important to mention that we have checked the 

possibility of interfering luminescence from the protein matrix in a similar experimental 

condition. The yield is found to be 2 x 10-2 with no specific absorption and emission 

maxima. This observation clearly rules out the possible interference in the measured 

luminescence for the CuQC@BSA complex. The luminescence decay of the CuQC@BSA in 

water is measured by a picosecond-resolved time-correlated single-photon counting 

(TCSPC) technique (Inset of Figure 8.3B). The decay profile of the CuQC@BSA is 

monitored at an excitation wavelength of 300 nm. The numerical fitting of the 

luminescence collected at 410 nm reveals time constants of 0.03 ns (78%), 0.71 ns (15%) 

and 3.50 ns (7%), which may be due to the electronic transitions between “sp” conduction 

band and filled “d10” band. 
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This CuQC@BSA has a photoluminescence peak at ∼410 nm, indicating the 

presence of Cu13 quantum clusters based on our estimation using the spherical Jellium 

model[28]: i.e., Eg = Efermi/N1/3, where Efermi is the Fermi energy of bulk material and N 

is the number of atoms per cluster, which also supports our MALDI MS data. Theoretical 

calculations [28] and all the above mentioned observations from UV-vis, PL, lifetime, 

MALDI MS and XPS investigations indicate the formation of Cu QCs. Nevertheless, in 

order to further confirm the formation of QCs, as some aromatic amino acid metabolites 

are also known to emit in the blue region, we have performed the following experiments. 

In the presence of an oxidizing agent, Cu QCs, if present, would be oxidized and should 

result quenching of its luminescence and optical absorption. However, if the blue 

luminescence originates from the oxidized product of protein then it would expect to 

increase. We have added H2O2 of different concentrations to the as-synthesized Cu QCs 

and we notice concentration dependent quenching of luminescence which further 

corroborates the presence of Cu QCs in the protein matrix (Figures 8.5A-B). From an 

application point of view, it can be used as H2O2 sensor in nanomolar level. In contrast, 

the control protein solution does not provide any luminescence enhancement upon 

addition of H2O2 which rules out the possibility of oxidized product of protein (Figure 

8.6). Thermo-gravimetric analysis (TGA) and differential scanning calorimetric  

 

 

Figure 8.5. A. Photoluminescence spectrum (λex = 325 nm) of CuQC@BSA with the addition of 
H2O2 (0-1000 nM). B. Absorbance of CuQC@BSA after addition of H2O2. The result indicates that 
the prominent absorption shoulder at 325 nm in CuQC@BSA (blue). The spectrum of CuQC@BSA 
in presence of H2O2, does not show clear disappearance of the absorption shoulder at 325 nm 
because of the very large absorption at this wavelength-region after addition of H2O2.  
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Figure 8.6. Photoluminescence spectrum (λex = 325 nm) of BSA with the addition of H2O2 (0-
1000 nM). 

 

 

Figure 8.7. A. Thermo gravimetric (TG) analysis of CuQC@BSA (red) and BSA (blue) performed 
under N2. Mass loss below 150°C is attributed to water. Protein mass loss is seen only above 
200oC. B. This is also reflected in the DSC spectra. 
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Figure 8.8. A. Photoluminescence spectra of CuQC@BSA at different time indicating the high 
stability of clusters. B. Photoluminescence spectra of CuQC@BSA at different pH indicate the high 
stability of the clusters. 
 

 
Figure 8.9. A. Steady-state photoluminescence spectra of CuQC@BSA recorded at different 
temperatures. Inset: Plot of temperature versus maximum fluorescence intensity of the cluster 
with respect to Imax at 10°C. B. Circular dichroism spectra of CuQC@BSA recorded at different 
temperatures indicating the perturbation of the secondary structure of the protein. 

 
(DSC) studies on other metal clusters are found to be very informative about the 

formation of cluster in protein and thiol matrices [6, 29]. Our TGA and DSC studies of 

BSA and CuQC@BSA also provided supporting evidence for the formation of the QCs 

(Figure 8.7).  

The obtained Cu QCs are found to be very stable, showing the same emission 

spectra after almost 2 months of being stored at room temperature (Figure 8.8A). The 

emission peak remains unchanged at pH 7 to 12, as it can be seen in Figure 8.8B. In order 

to investigate the thermal stability of the QCs, temperature dependent luminescence of 

CuQC@BSA has been monitored. It can be seen from Figure 8.9A that emission of the 

CuQC@BSA in the aqueous solution decreased significantly upon increase in temperature. 
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The reason may be the increase in hydrophilicity around the Cu QCs as protein is 

perturbed at higher temperature (which is also reflected in circular dichroism (CD) 

measurements, see Figure 8.9B). The minor red shift of the position of luminescence 

maximum with temperature is due to the relative strengths of ground and excited-state 

solvent stabilization. We have employed circular dichroism (CD) method to study the 

conformational behavior of BSA before and after the formation of the Cu QCs. Native 

BSA displays CD features with minima at 208 and 222 nm, corresponding to the 

secondary structure of the protein (Figure 8.3B). However, after the formation of Cu QCs, 

the 208 nm peak is shifted to 204 nm indicating the loss of - helix content and increase 

in -sheet and random coil structures. The percentage of various conformations has been 

determined for both pure BSA and CuQC@BSA by using CDNN software which revealed 

15% loss of -helix structure.  

 

Figure 8.10. (A) Luminescence responses of CuQC@BSA after the addition of Pb2+ ion (0-200 
ppm). Inset: Plot of the luminescence peak intensity versus the concentration of Pb2+ ion. (B) 
Selectivity of the CuQC@BSA to different metal ions. The luminescence intensities were recorded 
at 406 nm. For panel B, the final metal ion concentrations are 200 ppm. (C) DLS spectra of 
CuQC@BSA solution in absence (control) and presence of different metal ions. 
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The luminescence of the as-prepared CuQC@BSA can be used as a highly sensitive 

and selective luminescence “turn-off” sensor for the Pb2+ ion. We found that the 

luminescence of Cu QCs is quenched in the presence of Pb2+ ion. It can be seen from the 

Figure 8.10A that more and more quenching occurs with an increase in Pb2+ ion. Herein, 

we have also carried out studies with other metal ions, such as Hg2+, Ca2+, Co2+, Zn2+, 

Ni2+, Cd2+, Mg2+, Na+, and K+ under exactly similar conditions that were used for the 

detection of Pb2+ ion. Chlorides and nitrates of the metals are used. Metal ions are added 

to aqueous solutions of the Cu QCs such that the final concentration was 200 ppm and the 

luminescence of the Cu QCs is measured immediately after the addition of ions. However, 

no such quenching effect like that of the Pb2+ ion is observed. The relative luminescence 

quenching of CuQC@BSA toward various common metal ions is presented in Figure 

8.10B. This result suggests that our luminescent Cu QCs are selective for Pb2+ detection. 

The luminescence quenching in the presence of Pb2+ can be attributed to the QC 

aggregation induced by the complexation between BSA and the Pb2+ ion. BSA contains a 

high-affinity site for Pb2+ ion; the binding involves carboxylate groups. To explore the 

quenching mechanism, we have performed DLS measurement. It can be seen from Figure 

8.10C that only Pb2+ ion can induce the protein–protein interaction which leads to 

spherical aggregation of CuQC@BSA.  

 

8.3. Conclusion 

In summary, we have reported a method for preparing highly stable, blue 

luminescent and water-soluble Cu QCs using a common protein, BSA. It can selectively 

and very sensitively detect highly toxic lead ions at ppm concentrations even in presence 

of other interfering ions. This study would be potentially extended to generate other 

quantum clusters and applied as a good candidate for biolabelling, biosensing, and 

applications in material and biomaterial sciences. 
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